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Preface 

 

This report summarizes the research conducted during the 2023 National Water Center 

Innovators Program Summer Institute (NWC-SI). The NWC-SI is the result of a partnership 

between the National Weather Service’s Office of Water Prediction (OWP) and the 

Consortium of Universities for the Advancement of Hydrologic Science Inc. (CUAHSI). OWP 

is a part of the National Oceanic and Atmospheric Administration (NOAA) while CUAHSI is 

a 501(c)(3) nonprofit organization with a mission “to empower the water community and 

advance science through collaboration, infrastructure, and education.” The partnership 

between OWP and CUAHSI is facilitated by the Cooperative Institute for Research to 

Operations in Hydrology (CIROH). 

The NWC-SI has been held annually at the National Water Center (NWC) on the campus of 

University of Alabama since 2015. Throughout these Summer Institutes, the brightest minds in 

the flooding space—graduate student fellows, senior academic faculty, federal scientists, staff 

and contractors—have converged in Tuscaloosa to tackle ambitious scientific projects aimed at 

enhancing the United States' water resources modeling, science, and services. For the past two 

years, NWC-SI projects have focused on supporting the Next Generation National Water 

Model (NextGen) framework, which is a major update to the National Water Model (NWM). 

The NextGen framework refactors the NWM to accept different physical models for different 

watersheds, simply put, allowing for the most appropriate model to be selected on a 

watershed-by-watershed basis at the continental scale. 

Synergy has emerged from this year’s NWC-SI through the concerted efforts of six motivated 

groups of fellows, dedicated theme leaders, and collaborators across multiple organizations. 

Over the years, this collaborative spirit has fostered not only groundbreaking research but also 

enduring friendships and professional networks. This year, each project fell within one of four 

themes: (1) Hydro-Data Science for NextGen: Methods to improve streamflow forecasting 

accuracy, (2) Urban Flooding Under Climate Change, (3) Real-Time Urban Flooding 

Awareness, and (4) Channel Flow Routing and Flood Inundation Mapping. Each theme is 

carefully defined during the months leading up to the NWC-SI to align with NWC goals and 

the expertise of faculty mentors (theme leads). 

During the program’s first two weeks, fellows were introduced to the themes, CUAHSI, and 

the NWC. They received training on the Nextgen framework, collaborative resources, software 

version control, data science, and project management. Fellows got to know each other and 

the theme leads, and organized their own teams by the end of week 1. The fellows also 

connected with a diverse array of stakeholders: Holden Smith of USGS led a field visit to 

measure discharge at the Cahaba River, and Pete Cichetti, a director of the NYS Office of 

Emergency Management, spoke about the importance of flood inundation mapping (FIM). 

Throughout the seven-week program, the fellows’ dedication and hard work led to remarkable 

progress and innovative findings. Their capstone presentations showcased their 

accomplishments and highlighted the strides made in the understanding of streamflow 

forecasting, high-resolution urban flood mapping, and the Height Above Nearest Drainage 

(HAND) method that underpins the FIM generated with the NWM. 
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Fellows 

The eighth NWC-SI cohort consists of 23 students pursuing master’s and doctoral degrees from 15 

universities across the United States. The fellows hail from various academic departments including 

civil engineering, geography, Earth sciences, and biological engineering. The diversity of fellows 

encourages robust and unique projects and is an integral aspect of the NWC-SI. 

Themes and Theme Leads 

The NWC-SI 2023 themes and theme leads were: 

● The “Hydro-Data science for NextGen” theme, led by Jonathan Frame (Floodbase). 

Additional technical support was provided by Fred Ogden (NOAA), James Halgren (CIROH), 

Mike Johnson (NOAA), Tony Castronova (CUAHSI), Irene Garousi-Nejad (CUAHSI), Nels 

Frazier (NOAA), Luciana Kindl da Cunha (NOAA), Zach Wills (CIROH), Arpita Patel 

(CIROH), Peter La Follette (NOAA), Ahmad Jan (NOAA), and Hamid Moradkhani 

(University of Alabama). 

● The “Urban Flooding Under Climate Change” theme was led by Kyle Mandli (Columbia 

University). Additional technical support was provided by Fred Ogden (NOAA), Tony 

Castronova (CUAHSI), Irene Garousi-Nejad (CUAHSI), and Ebrahim Hamidi (University of 

Alabama). 

● The “Real-Time Urban Flooding Awareness” theme was led by Barbara Minsker (Southern 

Methodist University). Additional technical support was provided by Sammy Rivera Aparicio 

(Oregon State University), Bradford Bates (NOAA), Tyler Schrag (NOAA), Jonathan Frame 

(Floodbase Inc.), Anthony Castronova (CUAHSI), Tadd Bindas (Penn State University), and 

Jeremy Rapp (Michigan State University). 

● The “Channel Flow Routing and Flood Inundation Modeling” theme was led by Sagy Cohen 

(University of Alabama) and Ehab Meselhe (Tulane University). Additional technical support 

was provided by David Weiss (CIROH), Brad Bates (NOAA), Robert Hanna (NOAA), and 

Anupul Baruah (University of Alabama). 

Project Summaries 

The 2023 NWC-SI projects are summarized below. Chapters 1-6 present the complete reports.  

1. Projects within the Hydro-Data Science for NextGen theme:  

“Data Assimilation for Improving Forecast Accuracy and Streamflow Prediction in Ungauged Basins” (Ch. 1) 

incorporates data assimilation techniques into the NextGen framework to improve the accuracy of 

streamflow predictions. Predictive capabilities of the Conceptual Functional Equivalent (CFE) model 

were enhanced by utilizing an ensemble Kalman filter and Muskingum-Cunge routing scheme in 

California’s Carmel watershed. 

“On numerical methods and differentiable modeling for soil process representations in the NextGen Framework in arid 

region” (Ch. 2) addresses the representation of physical processes in Nextgen framework compatible 

streamflow models. An ordinary differential equation representation of soil fluxes was developed within 

the CFE model and compared to the existing framework using observed streamflow from 498 

CAMELS basins. In addition, model parameters were determined with differential programming 

approaches for CFE and the Layered Green & Ampt with Redistribution model. 
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2. Projects within the Urban Flooding Under Climate Change theme:  

“Analysis of Flood Drivers Contributions to Compound Flooding Using Coupled Modeling and Machine Learning” 

(Ch. 3) explores the factors contributing to compound flooding in New York City (NYC) through 

advanced hydrological and hydrodynamic modeling techniques and machine learning methods. River 

discharge data from the NWC’s CFE model was integrated into the hydrodynamic model GeoClaw. 

Then, to assess the relative contributions of precipitation, storm surge, and river discharge in 

compound flooding, four machine learning models were trained and validated, including Random 

Forest, Support Vector Machine, LSTM, and Multi-Layer Perceptron. This approach provided insight 

into compound flooding drivers and contributed to the understanding of how these factors interact in 

NYC. 

3. Projects within the Real-Time Urban Flooding Awareness theme:  

“Predicting Flood Inundation Susceptibility Using HAND FIM, Crowd-Sourced and Satellite Data with Machine 

Learning” (Ch. 4) introduces a hybrid modeling approach integrating crowd-sourced data, hydrological 

information, and NWC-generated FIM in order to address the challenges of FIM in urban 

environments. This group enhanced modeled FIM with citizen-provided flood depth information. A 

random forest algorithm was used to classify flood inundation, incorporating geospatial features such as 

topography, flow accumulation and direction, rainfall, crowd-sourced data, damages, and FEMA Flood 

Insurance Program maps. 

4. Projects within the Channel Flow Routing and Flood Inundation Modeling theme:  

“Quantifying the Sources of Uncertainty in OWP HAND-FIM Predictions” (Ch. 5) evaluates OWP HAND-

FIM performance and isolates uncertainties in Synthetic Rating Curves (SRC) and NWM-predicted 

discharge on flood extent. The Amite River Basin (ARB) was chosen as the study area due to its 

susceptibility to flooding and the availability of HEC-RAS modeled data for historical events. SRCs 

were compared at USGS gauge locations with HEC-RAS rating curves. They found that while OWP 

HAND-FIM had a 44% agreement with observed data, the ARB HEC-RAS model had a much higher 

agreement of 93%. Disparities between SRCs and USGS rating curves were studied in order to explain 

uncertainties in OWP HAND-FIM. 

“Improving the Fidelity and Performance of OWP HAND-FIM Using a Surrogate Model Technique (SMT)” (Ch. 

6) aims to improve flood prediction accuracy and overcome limitations of the current HAND-FIM 

method. OWP HAND-FIM’s fidelity and performance was enhanced by implementing a machine 

learning surrogate model technique (SMT). The SMT was designed to emulate the hydrodynamic 

properties of a high-fidelity HEC-RAS model, allowing seamless integration with the lower-fidelity 

HAND-FIM approach for more reliable predictions.  
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Chapter 1 

Data Assimilation for Improving Forecast Accuracy 
and Streamflow Prediction in Ungauged Basins 

Ehsan Foroumandi1, Jeil Oh2, Parnian Ghaneei3, and Sujana Timilsina4 

1The University of Alabama; eforoumandi@crimson.ua.edu 

2The University of Texas at Austin; jeoh@utexas.edu 

3The University of Alabama; pghaneei@crimson.ua.edu 

4The University of Texas at Austin; sujanatimilsina@utexas.edu 

 

Academic Advisors: Hamid Moradkhani, The University of Alabama; Matt Bartos, University of Texas at 

Austin; Mukesh Kumar , The University of Alabama; Paola Passalacqua, University of Texas at Austin 

Summer Institute Theme Advisors: Jonathan M. Frame, Floodbase 

Abstract: Improving the predictive accuracy of hydrological models remains a daunting 

challenge due to the numerous sources of uncertainties. Data Assimilation (DA) techniques 

offer a potential solution to mitigate these uncertainties and improve streamflow predictions. 

The primary objective of this research is to integrate the data assimilation methods within the 

Next Generation Water Resources Modeling Framework (NextGen), thereby enhancing 

streamflow prediction accuracy. This study focuses on enhancing the predictive performance 

of the Conceptual Functional Equivalent (CFE) model by employing various DA techniques 

in the Carmel watershed, California. First, an Ensemble Kalman Filter (EnKF) method was 

developed to assimilate streamflow data into the CFE model and estimate the soil moisture 

storage state. It is then compatible with the NextGen using a Basic Model Interface (BMI)-

enabled Python module. Furthermore, a state-space Muskingum-Cunge channel routing 

scheme, integrated with a Kalman filter, was designed to route the outflows from the CFE 

model within the watershed to predict the streamflow at ungauged basins. The findings of this 

study indicate that the streamflow forecasts of the CFE model and the predictions in ungauged 

basins can be enhanced by assimilating streamflow observations through multiple data 

assimilation methods.  

 

1. Motivation 

A hydrologic model simulates fluctuations in water transport and storage over time across one 

or more components of the natural hydrologic cycle, thus providing a means to project future 

situations. These predictions depend on both the initial conditions of the model and the external 

forces acting upon it during the prediction period. However, identifying these state estimates 

and parameters has long been a complex challenge in the field of hydrology [1]. Data assimilation 

(DA) has been widely used to address this challenge [2]. DA identifies uncertainties in the 

hydrological model and the observation data. It then estimates the hydrological model states to 

mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
mailto:e-mail@e-mail.com
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bring the model's simulations in line with observations, which can improve the future prediction 

by reflecting the real-world data to the baseline of the model. The application of data assimilation 

can enhance state estimates, consequently improving the accuracy of streamflow forecasts. In 

distributed hydrological models, DA can enhance state estimates at specific locations within a 

gauged river basin and also leverage state estimates in ungauged basins [3]. Despite the promise 

of DA, the integration of data assimilation methodologies into the National Water Model 

(NWM) remains relatively limited. Currently, the NWM uses a nudging method that directly 

incorporates USGS streamflow observations [4]. While this can enhance the accuracy of the 

simulation results, it fails to account for the inherent uncertainties present in both the model and 

the observations.  

The Office of Water Prediction (OWP) is currently developing the Next Generation Water 

Resources Modeling Framework (NextGen). Being model-agnostic, NextGen can utilize specific 

model formulas that are regionally custom-designed to account for streamflow generation 

processes [5]. It has the capability to operate either a single hydrological model or multiple ones, 

regardless of their programming language, by using the open-access methods defined by the 

Basic Model Interface (BMI) standard. In light of this, there is a need to develop a DA module 

that can be integrated into the NextGen framework to enhance the accuracy of streamflow 

predictions. 

2. Objectives and Scope  

The central goal of this research is the advancement of data assimilation methods within the 

NextGen framework to enhance streamflow predictions. The focus falls particularly on the 

Conceptual Functional Equivalent (CFE) model, which is one among a variety of models (CFE, 

LSTM, NOAH-MP) incorporated into the NextGen framework. Functioning at the catchment-

scale, the CFE model replicates the WRF-Hydro configuration utilized in the National Water 

Model [6]. The paramount objective of this research is twofold: (1) to improve the predictive 

accuracy of the CFE model and (2) to enhance streamflow predictions in ungauged basins using 

channel routing. The first part involves the creation of a DA module that aligns with the BMI 

for direct integration into the NextGen framework. This module is designed to assimilate sensor 

gauge data into the CFE model and estimate the state of soil moisture at the catchment level, 

employing the Ensemble Kalman Filter (EnKF). The second part of our research goal demands 

the implementation of a Muskingum-Cunge routing scheme with DA, which can be potentially 

incorporated into the T-route in the NextGen. Combined with DA via the application of the 

Kalman Filter, this scheme is devised to provide improved streamflow predictions in ungauged 

locations. 

3. Previous Studies 

Data Assimilation has been applied to various hydrological models using different 

methodologies. These methodologies include the variational method [7,8], the Extended Kalman 

filter [9],  the Particle Filter [10, 11], and the EnKF [1,3]. While the National Water Model does 

not actively utilize data assimilation techniques beyond nudging in real-world operations, there 
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have been studies aiming to enhance the National Water Model using data assimilation [12]. For 

instance, researchers have applied EnKF to integrate stream gauge data and estimate soil 

moisture [13].  

 

Regarding routing, the NWM adopts the Muskingum-Cunge channel routing method, a widely 

accepted approach for channel routing [14]. Studies indicate that the performance of streamflow 

prediction models improves when data assimilation is used in conjunction with the routing 

method [15]. Earlier studies also aimed to predict downstream flow by assimilating upstream 

flow information. This was done by employing a routing procedure in conjunction with a 

Kalman filter. Specifically, a state space equation was developed based on the Muskingum-Cunge 

method [16]. This approach was subsequently used to tackle a watershed-scale issue, where the 

influence of sensor location was closely examined [17]. 

4. Methodology 

4.1. Study Area 

We focus our study on the Carmel River watershed in coastal Monterey County, California, 

which spans approximately 660 square kilometers. Influenced by a Mediterranean climate, the 

watershed experiences significant rainfall from November to March. This precipitation primarily 

originates from storms in the Gulf of Alaska and atmospheric rivers in the Central Pacific [18]. 

The watershed consists of 90 subcatchments derived from the Hydro Fabric system. Two 

gauges, operated by the United States Geological Survey (USGS), are installed along the river. 

USGS gauge 11143200 is located at the upstream location (at Esquiline Road and) whereas gauge 

11143250 is located at the downstream location (Via Mallorca Road) respectively [19]. 

4.2. Conceptual Functional Equivalent (CFE) 

CFE is a conceptual hydrological model, operating within the Nextgen Framework that 

simplifies the runoff schemes and offers functionalities comparable to the current version of the 

NWM that is based on WRF-Hydro [6,20]. The rainfall and potential evapotranspiration (PET) 

are the forcing data for the CFE model. In this study, we employed the Analysis of Record for 

Calibration (AORC) forcing dataset, which provides a gridded representation of near-surface 

weather conditions. This dataset is defined on a spatial grid with a mesh length of approximately 

800 meters (30 arc seconds) and a temporal resolution of one hour. We obtained the AORC 

dataset for 90 subcatchments within the Carmel River watershed, employing the NextGen 

hydrofabric tools. The NextGen hydrofabric represents and discretizes the hydrologic landscape 

and drainage network through a comprehensive three-part data product including features 

pertaining to catchments and flowpaths, their interconnectivity, and attribute sets essential for 

model execution. We also developed a Python BMI module to compute PET using the Penman-

Monteith equation and the AORC dataset [21]. With calculated PET, precipitation from the 

AORC forcing dataset and attributes from hydrofabric, we run the CFE model which provides 

the output in the form of total runoff depth and total runoff volume flux. 



National Water Center Summer Institute 2023   

10 

4.3. Hydrologic Routing 

NWM employs the Muskingum-Cunge (MC) method for channel routing [15]. The MC method 

in the NWM is implemented as given by the equation (1).  

𝑄𝑗+1
𝑡+1  = 𝐶1𝑄𝑗

𝑡+1 + 𝐶2𝑄𝑗
𝑡  + 𝐶3𝑄𝑗+1

𝑡 +
𝑞𝑙𝑑𝑡

𝐷
   

(1) 

where Q represents the estimated flow of a segment at both the upstream (j) and downstream 

(j+1) locations, calculated at the previous time step (t) and the current time step (t+1). The 

parameters, 𝐶1, 𝐶2, 𝐶3, and 𝐷, can be found in [15]. The MC method models diffusion using 

parameters that are derived from the geometry of the channel. To align the approach with the 

current NWM, the channel geometry parameters for this study are based on the channel 

geometry equations given by [15] and the hydro fabric outputs. 

4.4. Data Assimilation 

4.4.1. Kalman Filter (KF) 

Kalman Filter is a Bayesian recursive estimator that initially predicts a prior estimate of system 

states based on a given dynamical system. This prior estimate is then updated using observational 

data to produce a posterior estimate [22]. It is also considered an optimal estimator as it combines 

two sources of information—the predicted states and the noisy measurements—in such a way 

that it minimizes the variance in the estimated states. For this study, KF is used for the data 

assimilation in the channel routing with the Muskingum-Cunge method. The network topology 

of reaches allows us to express the routing equation (1) as a set of difference equations which 

can be arranged as a state-space formulation for real-time data assimilation for channel routing. 

As the routing process advances forward in time with the streamflow output from the CFE for 

each catchment, KF is subsequently applied at each time step to integrate the USGS sensor data 

into the router. This generates an updated, optimal posterior estimate of discharge across the 

entire watershed. 

 

4.4.2. Ensemble Kalman Filter (EnKF) 

Sequential data assimilation involves estimating the state of a model at every point of 

observation, which only relies on the previously observed data. The previously-mentioned KF 

method provides an optimal solution for this task in linear situations as it is a recursive data-

processing algorithm. However, when dealing with nonlinear dynamics, it is not possible to 

utilize the KF method; therefore, an alternative approach is taken by employing one of the 

extensions of KF, the so-called ensemble KF (EnKF) [1]. The EnKF relies on generating 

ensembles through Monte Carlo methods, where the forecasted state error covariance matrix is 

estimated by propagating a group of model states using the updated states (in this study, soil 
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moisture) from the previous time step. In the EnKF method, the model prediction is made for 

each ensemble member as: 

𝑥𝑡+1
𝑖− = 𝑓(𝑥𝑡

𝑖+, 𝑈𝑡
𝑖 , 𝛩, 𝑡) + 𝜔𝑡

𝑖  ,    𝑖 = 1,2, . . , 𝑛   (2) 

where 𝑥𝑡+1
𝑖− is the ith ensemble member forecast at time t+1 and 𝑥𝑡

𝑖+ is the ith updated ensemble 

member at time t.  

Given a priori estimated states (forecasted states 𝑥𝑡+1
𝑖− ) made in advance, the EnKF utilizes the 

observation 𝑦𝑡+1 to derive the updated states (posterior estimate 𝑥𝑡+1
𝑖+ ). To achieve this, a linear 

correction is used based on the KF method using the Kalman gain (𝐾𝑡+1), which is approximated 

from ensembles, to update the state ensemble members as: 

𝑥𝑡+1
𝑖+ = 𝑥𝑡+1

𝑖− + 𝐾𝑡+1(𝑦𝑡+1
𝑖 − �̂�𝑡+1

𝑖 )      (3) 

where 𝑦𝑡+1
𝑖  is the ith trajectory of the observation replicates generated by adding the noise of 

𝜂𝑡+1
𝑖  with covariance 𝛴𝑡+1

𝑦
 to the actual observation: 

                                    𝑦𝑡+1
𝑖 = 𝑦𝑡+1 + 𝜂𝑡+1

𝑖  , 𝜂𝑡+1
𝑖 ∼ 𝑁(0, 𝛴𝑡+1

𝑦
)                                         (4) 

 

The EnKF method as shown in Equation (4), treats the observation value as a random variable 

by generating an ensemble of data. 

To perform and evaluate the EnK method, first, all of the involved variables in the modeling 

procedure, including forcing data, state variables, simulations, and observations are perturbed 

using standardized errors. Then, two loops are performed to evaluate the performance of CFE-

EnKF: open loop and synthetic loop. To illustrate the ability of the developed CFE-EnKF 

method to estimate pre-defined states and model outputs, a synthetic scenario is designed. In 

this scenario, model states and outputs are generated with predefined parameters and forcing 

data, which are assumed to be true and can be used as observed values [1]. Then, the EnKF is 

performed to correct the initial state value and tackle the uncertainties of the modeling. The 

results of the CFE-EnKF are compared with the results of an open loop with the same error 

factors and parameters. 

5. Results 

5.1. DA-CFE 

In this study, our state variable for performing DA is soil moisture storage and we aim to 

assimilate streamflow observation data into the model. DA-CFE is implemented to improve the 

performance of CFE modeling through answering the uncertainties associated with the forcing 

data and model parameters. The outputs of CFE-EnKF are the averaged values of the model 

with corrected initial state variables and the outputs of the open loop are the averaged values of 

the model after perturbing the variables without correcting the initial state variable. This 
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comparison is performed to show that the improved performance of the model is not due to 

averaging the output ensembles. The results (Figure 1) indicates that EnKF could successfully 

improve the performance of the model compared to open loop. According to Figure 1a, the 

uncertainty window for EnKF is more reliable than the open loop. Additionally, Figure 1b 

indicates that EnKF could correct the state variable at each time step compared to the open 

loop. Figure 1c shows that KGE,  NSE and RMSE are improved about 4 %, 10%, and 50%, 

respectively, representing the efficiency of applied EnKF on CFE. 

 

Figure 1. Comparison of results of the synthetic loop with EnKF and no DA and observation in a) streamflow, b) soil moisture 

storage (state variable), and c) evaluation metrics. 

5.2. DA-Routing 

The performance of data assimilation to improve streamflow predictions at ungauged locations 

is carried out through a holdout evaluation, utilizing the two USGS gauges located in the Carmel 

river watershed. In this assessment, the Kalman Filter is used to integrate data only at the 

upstream gauge. The resultant streamflow estimates at the downstream location are then 

compared with the downstream USGS sensor observations, which are the ground truth.  

Figure 2 illustrates how USGS gauge observations, assimilated at upstream locations, influence 

the router over time. The corrections implemented by the Kalman Filter effectively propagate 

downstream, resulting in improved streamflow estimations at the downstream holdout site. 

Unlike the simulation and NWM models, which lack data assimilation and often drastically 

overestimate streamflow or misalign with peak timing, the router equipped with data assimilation 

consistently aligns well with observed data at the downstream holdout site, even when the 

performance of the CFE output is suboptimal (Figure 3). 
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Figure 2. Results of the Kalman Filtering holdout assessment: Simulation Output (Red), Data Assimilation Output 

(Green), USGS Observations (Blue), and NWM Output (Grey); Minimap show hydrograph locations in the watershed. 

 

Figure 3. The error evaluations of the models, using metrics such as RMSE, NSE, and KGE, are conducted based on 

the downstream gauge data; the simulation output is represented by red bars, NWM is shown in gray, and the router model 

with DA is depicted in green. 

 

6. Conclusion 
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We developed the DA-enabled schemes for both CFE and the Muskingum-Cunge routing. Our 

findings indicate that data assimilation can improve the predictive performance at both the 

catchment scale (DA-CFE) and the watershed scale (DA-routing). The CFE model combined 

with the EnKF was successful in improving prediction accuracy based on the estimation of soil 

moisture storage state by assimilating streamflow gauge data. Furthermore, the Muskingum-

Cunge routing method, in combination with the KF, was effective in improving downstream 

flow forecasting by integrating the CFE output from each catchment with the assimilated 

upstream USGS sensor gauge. The proposed DA-CFE can be applied directly to NextGen for 

employing DA on CFE and other hydrological models. DA-routing also provides a DA-applied 

routing scheme as a potential option for T-route in NextGen. It is, however, worth noting that 

this option would require further development to incorporate the T-route schemes as a part of 

the state-space function. 

 

Supplementary Materials: Code and data links are available at: https://github.com/NWC-

CUAHSI-Summer-Institute/data_assimilation_with_bmi 
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Abstract: We hypothesize soil/physical processes in these regions are not adequately 

represented within Nextgen compatible streamflow prediction models. Thus, there is a need 

for more accurately considering soil/physical processes represented in the system from within 

the conceptual-type model that is relatively computationally efficient. We developed an 

Ordinary Differential Equation (ODE) representation of soil fluxes within the Conceptual 

Functional Equivalent Framework (CFE) model. We compared it to the existing framework 

using observed streamflow from 498 (Catchment Attributes and Meteorology for Large-

sample Studies) CAMELS basins. Results were inconclusive as CFE with the ODE soil flux 

integration performed similarly to the CFE. To further investigate the representation of 

soil/physical properties in arid/semiarid regions, we created differential programming 

approaches for CFE and the Layered Green & Ampt with Redistribution (LGAR) model to 

determine physically-informed model parameters. All project deliverables, including 

supplemental information, are available at http://bit.ly/Summer-Institute-Ngen-Aridity. 

 

1. Motivation 

In recent years, a significant focus of hydrologic research has been on evaluating the 

performance of models for streamflow forecasting within the contiguous United States 

(CONUS) over a benchmark dataset (CAMELS; [1], [2]). These efforts have compared the 

performance of physical-conceptual-based models against emergent deep learning models 

across various catchment scales and hydrologic settings [3], [4]. Within these analyses, a 

ubiquitous performance drop in catchments under arid/semi-arid climates, where soil 

processes significantly control hydrologic connectivity [5], [6], has been observed for all model 

schema [3], [7]. Along with the core physical processes in the arid regions, key characteristics 

such as phase correlation, forest, and grass cover restrict model capacity to estimate regional 

mailto:raraki8159@sdsu.edu
mailto:sbhuiya2@gmu.edu
mailto:Rappjer1@msu.edu
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity
https://www.zotero.org/google-docs/?XG0u9z
https://www.zotero.org/google-docs/?tRXDJM
https://www.zotero.org/google-docs/?KOkwYx
https://www.zotero.org/google-docs/?OiKTWE
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evapotranspiration [8] in arid regions accurately. Hence, it is evident that models need a better 

representation of land-surface or soil module, which Keith Beven posited in his 2023 paper on 

“what models and parameter sets might be considered as not fit-for-purpose” [9].  

 

We test the null hypothesis “Models with detailed soil process representation perform no 

better than the ones with less detailed soil in the arid regions” in CAMELS basins. Our 

multimodel approach consists of a combination of process-based and differentiable models 

considered “fit-for-the purpose” [9] in arid regions, i.e., models with finer soil process 

representation empowered with a parameter-learning system for predicting hydrograph 

patterns.   

2. Objective and Scope 

We developed process-based and differentiable models with detailed representations of soil 

processes and evaluated their performance in arid environments. Our research questions are:    

1. Can we improve CFE model predictions in arid regions by updating the soil moisture 

partitioning using an ordinary differential equation? (See the results in Section 5.1). 

2. Can differentiable modeling show an improvement over process-based models in arid 

regions or assist in learning intermediate soil/physical processes within CFE and 

LGAR? (Section 5.2). 

 

 
Figure 1: Overview of our experimental design, with the corresponding Method section on the left and Result 

section at the top. The middle shows model comparisons and research objectives/questions. 

3. Previous Studies 

Our work uses the NOAA-OWP NWC NextGen framework and builds upon the project by 

the 2022 Summer Institute team, “Automated decision support for model selection in the 

https://www.zotero.org/google-docs/?Ymu4ZY
https://www.zotero.org/google-docs/?dSU1D4
https://www.zotero.org/google-docs/?mEoXrc
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Nextgen National Water Model'' [10]. While their study focused on model selection over 

CONUS, we investigated multi-model approaches in arid regions, specifically using models 

with high representations of soil properties.  

4. Methodology 

4.1. The CAMELS dataset: Forcing and observation data:  

Following the previous benchmarking studies [11]–[13], we used a dataset developed by Gauch 

et al. (2020, 2021), which includes 561 CAMELS basins. The dataset contains hourly 

streamflow data from the United States Geological Survey and forcing data (hourly total 

rainfall and potential evapotranspiration) from the National Land Data Assimilation System for 

the CAMELS basins. We further reduced the number of basins to 498 during model 

calibration.  

4.2. Models 

4.2.1. CFE model (https://github.com/NWC-CUAHSI-Summer-Institute/cfe_py) 

Conceptual Functional Equivalent (CFE) is a conceptual hydrologic model that provides 

similar functionality to the current National Water Model with simplified soil moisture and 

routing expressions [15].  

4.2.2. CFE-ODE model (https://github.com/NWC-CUAHSI-Summer-Institute/cfe_py) 

The current version of CFE models sequentially subtracts three fluxes going out from soil 

moisture storage (soil evaporation, percolation, then lateral flow), reducing computational time 

but introducing approximation errors and inaccurately represents the internal feedback [16]. 

We introduced an ordinary differential equation (ODE) to the soil moisture module to solve 

those issues. The physics equations in the ODE scheme are equivalent to the existing CFE 

formulation, but the outfluxes are simultaneously calculated and subtracted from the soil 

moisture storage. Hereafter, we refer to the model with the previous soil moisture calculation 

scheme (as introduced in Section 4.2.1.) as “CFE-classic” and with the ODE scheme as “CFE-

ODE.”  

4.2.3. CFE calibration (https://github.com/NWC-CUAHSI-Summer-Institute/calibrate-cfe) 

We calibrated both CFE-classic and ODE for the nine parameters and two runoff subroutines 

(See Table S1) using the Dynamically Dimensioned Search optimization algorithm (DDS) [17]. 

Five hundred evaluation runs were used as a hyperparameter [18] with Kling-Gupta Efficiency 

as an objective function [19]. The calibration and testing periods were the same as the LSTM 

training period of WY 2000-2008 and the testing period of WY 2010, respectively, with a one-

year warmup period.  

4.2.4. LGAR model (https://github.com/NOAA-OWP/LGAR-C) 

The Layered Green & Ampt with Redistribution (LGAR) [20] model partitions precipitation 

into infiltration and runoff and was designed to mimic the Richardson-Richards (RRE) 

equation [21], [22] for semi-arid and arid basins. LGAR can be conceptually visualized as a 

bucket filled with different layers of soil (Figure 2(a)). Each layer possesses different Van 

Genuchten [23] parameters and hydrologic conductivity values (Ksat), which control water 

storage. Through tracking water storage, soil infiltration, evapotranspiration, runoff, and 

percolation can be inferred. Van Genuchten parameters, and hydrologic conductivity values, 

are statically defined for each soil column via a soil survey to a lookup table. Figure 2(b) shows 

a simple example of volumetric water content and pressure head, varying with depth.  

https://www.zotero.org/google-docs/?LeCpx0
https://www.zotero.org/google-docs/?Eaki6P
https://www.zotero.org/google-docs/?vcX8K1
https://www.zotero.org/google-docs/?vcX8K1
https://github.com/NWC-CUAHSI-Summer-Institute/cfe_py
https://www.zotero.org/google-docs/?HimA0m
https://github.com/NWC-CUAHSI-Summer-Institute/cfe_py
https://www.zotero.org/google-docs/?ppupG2
https://github.com/NWC-CUAHSI-Summer-Institute/calibrate-cfe
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://www.zotero.org/google-docs/?l1QCIW
https://www.zotero.org/google-docs/?xzzzZT
https://www.zotero.org/google-docs/?6LlcM9
https://github.com/NOAA-OWP/LGAR-C
https://www.zotero.org/google-docs/?hFjYcl
https://www.zotero.org/google-docs/?oHgyQO
https://www.zotero.org/google-docs/?WMCX67
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(a) 

 

 

 

 
(b) 

Figure 2: (a) A conceptual representation of the hydrologic properties within a soil column. (b) Two graphs show how 

pressure head and volumetric water content change through soil layers 

 

4.3. Differentiable modeling 

 

Figure 3: A conceptual differentiable parameter learning framework based off Feng et al. (2023) [24]. 

Parameters are calculated through the NN, then passed to the differentiable process-based model to generate 

discharge. Discharge is compared to observations, loss is calculated, and NN weights are updated. 

 
4.3.1. dpLGAR (https://github.com/NWC-CUAHSI-Summer-Institute/dpLGAR) 

By implementing LGAR on a differentiable platform (PyTorch), we can train a NN to produce 

physical soil parameters representative of each soil layer, similar to work done in previous 

differentiable parameter learning (dPL) studies [24]–[29]. We input a p number of SSURGO 

(POLARIS) Polaris [30] two-meter soil column attributes into a Multilayer Perceptron Model 

(MLP) [31] (Figure 3; see Figure S1 for the LGAR-specific model) to learn lumped catchment 

scale soil parameters and ponding depth limitations (Equation 1). 

   (1) 

https://www.zotero.org/google-docs/?tmVVHG
https://github.com/NWC-CUAHSI-Summer-Institute/dpLGAR
https://www.zotero.org/google-docs/?H9hmlB
https://www.zotero.org/google-docs/?80DPCH
https://www.zotero.org/google-docs/?y5Fbkf
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
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Attributes used for parameter prediction include soil composition percentages (clay, silt, sand), 

soil pH, and organic matter content (Table S2). 

4.3.2. dCFE (https://github.com/NWC-CUAHSI-Summer-Institute/dCFE) 

Similar to dpLGAR, and other differentiable methods [24]–[29], we implemented the CFE 

model in a differentiable platform (PyTorch) to learn CFE parameters (Figure 3; see Figure S2 

for the CFE-specific model). The two parameters learned are refkdt and satdk, both significant 

determinants of the influx to soil water storage [32]. We input four static attributes from the 

Hydrofabric for one CAMELS basin as a test case into a Multilayer Perceptron Model (MLP) 

[31] (Table S3). 

    (2) 

4.4. Evaluation 

We evaluated the models’ streamflow discharge using the Nash-Sutcliffe Efficiency (NSE [33]) 

and Kling-Gupta Efficiency (KGE [19]). We classified the aridity of the catchments using the 

CAMELS Aridity Index (PET/P), where it classifies regions with aridity > 1.00 as arid regions. 

5. Results and Discussion  

5.1. Model evaluation between CFE-classic and CFE-ODE in arid regions 

Enhancing soil process representation by introducing an ordinary differential equation did not 

result in improved streamflow prediction in arid regions, and therefore, we pursue even finer 

soil representation in Section 5.2. 

Similar to previous studies, we observed a CFE performance slump in arid regions (Figure 4). 

The performance in basins with aridity values beyond 1 rarely exceeded the KGE = -0.41 

(Figure 4a) and NSE = 0.0 (Figure 4b), indicating the simulation was no better than the mean 

flow [34].  

 

(a) 

 

(b) 

Figure 4: The (a) KGE and (b) NSE performance with increasing aridity for the 498 CAMELS basins. Aridity 

values beyond 1, on the right hand side of the vertical black dashed line, are classified as arid regions. Note that 

extremely low KGE and NGE outliers were beyond the Y-axis limits of the figure. 

 

The performance of the CFE-classic and ODE were similar in terms of KGE and NSE values 

(Figure S3-6). CFE-classic had more basins on the lower end of NSE metrics values (Figure S4 

https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://github.com/NWC-CUAHSI-Summer-Institute/dCFE
https://www.zotero.org/google-docs/?s3fbLb
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://www.zotero.org/google-docs/?NIbnN3
https://www.zotero.org/google-docs/?bR5SdF
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://www.zotero.org/google-docs/?bI6izm
https://www.zotero.org/google-docs/?C4UwGV
https://www.zotero.org/google-docs/?3a1Dcq
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
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& S6). There were no apparent geographic patterns in terms of which model performed better 

between the CFE-classic or ODE (Figure 5).  
 

 

 
Figure 5: CAMELS basins gauge locations showing the best performing models between CFE Classic and CFE 

ODE for both KGE and NSE values. The blue circles show the gauges where both KGE and NSE agree that 

CFE Classic performed better. The orange crosses show the gauges where both KGE and NSE agree that CFE 

ODE performed better. The green triangles show the gauges where the best-performing models were 

undetermined; CFE Classic performed better for KGE, CFE ODE performed better for NSE, and vice versa. 

 

This can be attributed to disinformative data or the conceptual design of CFE. To be able to 

distinguish between the possible causes, additional investigation by excluding data periods with 

unreliable datasets [8] and testing with additional models in Section 5.2. are needed. 

5.2. Demonstrating differentiable versions of LGAR and CFE 

5.2.1. dpLGAR (https://github.com/NWC-CUAHSI-Summer-Institute/dpLGAR) 

The differentiable parameter learning LGAR (dpLGAR) module when compared to LGAR-C, 

with the Phillipsburg, KS test case, gives identical mass-balance and soil simulation results. The 

internal NN module has been implemented, but is being benchmarked against synthetic soil 

parameters and is considered a work in progress. See GitHub for the model code/progress. 

5.2.2. dCFE (https://github.com/NWC-CUAHSI-Summer-Institute/dCFE) 

The differentiable CFE model (dCFE) provides identical mass balance to the original CFE 

code but is still being benchmarked against synthetic parameters. We plan to expand the model 

to incorporate multiple basins and time-varying attributes. The code for the model, gradient 

chain visualization (Figure S7), and the state of the project can be found in our GitHub linked 

above.  

6. Conclusion 

We found ODE solutions provided no improvement, indicating simple parameter tuning 

outweighs the complexity of the model. Further modeling at finer spatial scales using the Open 

Geospatial Consortium compliant hydrology artifact model application dataset (Hydrofabric) 

over the CAMELS extents could reveal greater performance differences. While this was 

originally intended to be conducted during the 2023 Summer Institute timeframe, data access 

limitations to forcing data (AORC v1.1),  software versioning issues (Hydrofabric “pre-release” 

version versus the current Hydrofabric v1.2), and incomplete software documentation for 

successful deployment of NextGen pushed this task out of scope. Furthermore, our project 

aimed to bridge the recent divide between machine learning models and physics/conceptual-

https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/Supplemental_Information.md
https://www.zotero.org/google-docs/?2njCcK
https://github.com/NWC-CUAHSI-Summer-Institute/dpLGAR)
https://github.com/NWC-CUAHSI-Summer-Institute/dpLGAR
https://github.com/NWC-CUAHSI-Summer-Institute/dpLGAR)
https://github.com/NWC-CUAHSI-Summer-Institute/dCFE)
https://github.com/NWC-CUAHSI-Summer-Institute/ngen-aridity/blob/main/CFE_gradient_chain_demo.pdf
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based modeling. Differentiable modeling methods were applied to CFE and LGAR; however, 

more work is required in parameter recovery and model tuning.  
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Abstract: This study aimed to understand the drivers of compound flooding in New York City 

(NYC) using advanced hydrological and hydrodynamic modeling techniques and machine 

learning methods. We employed the National Water Center's Conceptual Functional Equivalent 

(CFE) model for hydrologic modeling of eight delineated watersheds within the NYC area, and 

for hydrodynamic modeling, we used GeoClaw, incorporating river discharge data from CFE. 

By coupling these two modeling methodologies, we simulated nine historical storm events, 

determining the combined effects of precipitation, storm surge, and river discharge as drivers of 

compound flooding. To quantify their relative contributions, we trained and validated three 

machine learning models – Random Forest, Support Vector Machine, and Multi-Layer 

Perceptron – on the modeled flood depth data. Our findings demonstrated that storm surge was 

the main cause of compound flooding in NYC, with precipitation also playing an important role. 

Interestingly, river discharge doesn't have as much impact on these flooding events. These 

results, supported by historical data, have profound implications for urban planning, disaster 

management, and policy-making in NYC, providing a solid foundation for developing targeted 

strategies to mitigate compound flooding.  
 

1. Motivation 

Flooding, a phenomenon resulting from drivers, such as heavy rainfall, storm surge, and river 

discharge, poses significant risks to coastal communities in the United States [1]. The severity 

and frequency of these events are expected to increase due to climate change, necessitating a 

comprehensive understanding of the contributing drivers and their interactions [2]. Historically, 

the study of flooding events has often been compartmentalized, with separate analyses 

conducted for different types of flooding such as fluvial, pluvial, and coastal contributions. 

However, in many instances, these events do not occur in isolation but rather in combination, 

leading to compound flooding. The drivers of these events, including storm characteristics, sea-

level rise, and land-use changes, can interact in complex ways to exacerbate flooding impacts. In 
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New York City (NYC), for instance, the observed rise in compound events has been attributed 

to a shift toward weather patterns characterized by storm surges that coincide with increased 

precipitation [3]. Traditional modeling approaches have struggled to accurately capture these 

interactions due to their inherent complexity and the high dimensionality of the problem. 

However, recent advances in computational power and the development of sophisticated 

coupled models that integrate atmospheric, oceanic, and hydrological processes have opened 

new possibilities for studying compound flooding [4]. Despite these advances, significant 

challenges remain in analyzing compound flooding events. Machine learning, with its ability to 

handle high-dimensional data and capture complex patterns [5], offers a promising tool for 

improving our understanding and analysis of compound flooding. 

 

2. Objectives and Scope 

This study aims to assess the relative contributions of various flood drivers that may have 

contributed to compound flooding in Manhattan, New York City, during various historical 

storms. To achieve this objective, a coupled model that integrates both hydrological and 

hydrodynamic processes is implemented. The hydrological component of the model utilizes the 

National Water Center’s CFE (Conceptual Functional Equivalent) model within the NextGen 

Framework, while the hydrodynamic component employs the GeoClaw numerical model. By 

coupling these models, the study simulates the impact of hurricanes and tropical storms that 

have affected New York City in recent years. The outputs of the coupled model provide insights 

into the flood drivers associated with each simulated event. Additionally, the hydrodynamic 

modeling component allows for the estimation of flood depths across the study area. To further 

investigate the contribution of each flood driver to the flood depth at the tract-level resolution, 

machine learning algorithms were employed. By leveraging various machine learning algorithms, 

the study aims to determine the relative importance and contribution of each flood driver in 

different parts of Manhattan. This integrated approach combining hydrologic and hydrodynamic 

coupled modeling, and machine learning techniques will provide valuable insights into the 

relative contributions of flood drivers in Manhattan, ultimately enhancing our understanding of 

flood processes and facilitating effective flood management and mitigation strategies in urban 

coastal areas. 

 

3. Previous Studies  

GeoClaw is a two-dimensional hydrodynamic model that incorporates adaptive mesh refinement 

capabilities, primarily designed for simulating shallow earth-surface flows involving water-wave 

propagation and inundation, including scenarios such as tsunamis, storm surges, and general 

overland flooding [6]. High-resolution finite volume methods are employed in GeoClaw to 

address geophysical flow problems. Spero et al. [7] compared GeoClaw with HEC-RAS for 

modeling the 1976 Teton Dam failure. The evaluation of GeoClaw's suitability for dam failure 

modeling was based on its ability to accurately depict the extent of inundation and the arrival 

times of flood waves. The study found that the 2D GeoClaw dam-break model produced results 

that reasonably aligned with historical gauge records, field observational data, and HEC-RAS 

results. The model demonstrated stability and relatively low computational costs. While 
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GeoClaw has been predominantly utilized in dam failure, tsunami, and geo-hazard studies, there 

are limited examples of its application in flood modeling. The use of GeoClaw in coastal flooding 

and storm surge simulations is not extensively documented. Hence, in this study, we propose to 

employ GeoClaw and validate its performance against observational data from NOAA tide 

gauges to assess its efficacy in simulating coastal flooding events. The selection of the most 

significant features plays a crucial role in pattern recognition systems. Nowadays, when 

examining the combined effects of multiple variables, researchers often employ machine learning 

techniques to obtain relevance scores [8]. For instance, Yarveysi et al. [1] used a machine learning 

algorithm to objectively assign weights to variables contributing to the overall estimated 

vulnerability, thus reducing subjectivity in determining the impact of various social, economic, 

and infrastructural factors on vulnerability. Similarly, Opoku et al. [9] utilized five supervised 

machine learning algorithms to predict depression. Through the permutation importance 

method, they were able to identify influential behavioral markers in the prediction of depression. 

 

4. Methodology 

4.1 Data and Study Area 

This study focuses on analyzing historic storms that occurred between 2007 and 2019 and 

impacted New York City (NYC) (Figure 1a). We selected eight catchments that cover the whole 

study area (Figure 1b).  The selected time period aligns with the capabilities of the hydrofabric 

AORC (Atmospheric Oceanic Reanalysis and Characterization) data utilized in this study.  

 

Figure 1: (a) Study area: Manhattan, New York City, and (b) eight catchments used in the study area. 

 

Table 1 presents the information about the storms, and their ATCF (Automated Tropical 

Cyclone Forecasting) names. All 9 storms included in the analysis are simulated using the CFE 

model, and the maximum discharge associated with each storm is subsequently used as an input 

parameter for the GeoClaw hydrodynamic model. The storm data utilized in GeoClaw, including 

the storm's eye latitude, longitude, pressure, wind speed, and radius, can be obtained from the 

following repository: https://ftp.nhc.noaa.gov/atcf/archive/. By incorporating the storm data 

from these selected events, this study aims to comprehensively examine the hydrological and 

https://ftp.nhc.noaa.gov/atcf/archive/
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hydrodynamic processes associated with historic storms in NYC, providing valuable insights 

into flood dynamics and contributing to enhanced flood risk management strategies. 

 

Table 1: Information about the storm events, their respective landfall dates, the dates of impact on 

NYC, the hour of landfall, and their ATCF names 

Storms Date of Landfall Date of impact in NYC Hour of landfall ATCF data  

Tropical Storm Barry 2-Jun-2007 5-Jun-2007 02:00 AL022007 

Hurricane Hannah 6-Sep-2008 6-Sep-2008 07:20 AL082008 

Hurricane Irene  28-Aug-2011 28-Aug-2011 13:00 AL092011 

Hurricane Sandy 29-Oct-2012 29-Oct-2012 23:30 AL182012 

Hurricane Arthur  4-Jul-2014  4-Jul-2014 08:00 AL012014 

Tropical Storm Jose 19-Sep-2017 20-Sep-2017 00:00 AL122017 

Tropical Storm Philippe 28-Oct-2017 30-Oct-2017 22:00 AL182017 

Hurricane Dorian  6-Sep-2019 7-Sep-2019 12:30 AL052019 

Hurricane Ogla 27-Oct-2019 27-Oct-2019 03:00 AL172019 

 

Figure 2: Flowchart showing the methodology employed in this study. 
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4.2 Hydrologic Modeling using the National Water Center’s CFE Model 

The National Water Center's Conceptual Functional Equivalent (CFE) model, a conceptual 

rainfall-runoff model designed to simulate rainfall conversion into runoff, was utilized in this 

study to understand the volume of water flowing into rivers and streams post-rain events.  The 

initial stage of hydrologic modeling with the CFE entails obtaining and processing HydroFabric 

data pertinent to the eight delineated watersheds within the study area. These data are secured 

from the Amazon S3 Bucket and processed to construct parameter configuration files. These 

configuration files, pivotal for the operation of the CFE model and the Simple Logical Tautology 

Handler (SLoTH) within the NextGen framework, consist of model default parameters, specific 

formulations, detailed input and output paths, simulation time steps, and initial conditions, along 

with other settings relevant for the precise modeling of the hydrological system under study. 

Following this, basin-averaged forcing inputs are generated, each designed to correspond with 

distinct storm event time periods within the individual watersheds. These inputs, drawn from 

AORC v1.0 kerchunk header files, are specifically prepared for integration with NOAA's 

advanced Next Generation (NextGen) Water Resource Modeling Framework. Finally, the CFE 

model is executed within the NGEN framework using the 'ngen' command, which consolidates 

the positional arguments for running the model. More information on this process can be found 

in the GitHub repository. 

4.3 Hydrodynamic Modeling using GeoClaw  

i) Setting up the model for validation: The model was set up according to the descriptive specifications 

in the clawpack repository and our model repository on GitHub. 

ii) Incorporating river discharge: The subroutine “src2” script, written in Fortran, was used to 

integrate the river discharge into the model. It sets certain geographical bounds for the river 

source and computes the river's discharge in cubic meters per second for cells that fall within 

the river source area.  

iii) Bias Correction: A maximum bias correction is a statistical approach employed in hydrological 

and meteorological modeling to address systematic biases in modeled variables. The 

methodology of maximum bias correction [10] involves identifying the maximum bias between 

the modeled and observed data, followed by the application of a correction factor to mitigate or 

eliminate the bias. The primary objective of maximum bias correction is to enhance the accuracy 

and reliability of modeled outputs.  
 

4.4 Machine Learning Approach 

The outcome of coupled modeling (including precipitation, storm surge, and river discharge) for 

the nine historical storms was used as input features to the various ML algorithms tested here. 

These algorithms are trained and validated using the flood depth estimates from the GeoClaw 

hydrodynamic model, split 80/20 for training/validation. The depth estimates are obtained at 

20 computation points randomly selected around Manhattan. We tested the applicability and 

performance of three different ML algorithms namely Random Forest (RF), Support Vector 

Machine Regression (SVMR), and Multi-Layer Perceptron (MLP). To select the best-performing 

algorithm, we consider various evaluation metrics (i.e., KGE and RMSE). RF's inherent feature 

https://github.com/javedali99/si2023-compound-flooding
https://www.clawpack.org/geoclaw_started.html
https://github.com/javedali99/si2023-compound-flooding/blob/main/README.md
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importance mechanism was used for the regression task, while the permutation importance 

method was utilized for SVMR, and MLP to calculate feature importance. K-fold cross-

validation (K=10) was employed to verify the algorithm's performance on new data, ensuring 

stability in accuracy estimates. 
 

4.5 Evaluation Metrics 

Four evaluation metrics were used to assess the effectiveness of the machine learning and the 

hydrodynamic models.: the Nash-Sutcliffe efficiency (NSE) [11], gauging the predictive accuracy 

and reliability of the model; the Kling-Gupta efficiency (KGE) [12], providing an overall 

assessment of the model's ability to replicate observed values in terms of timing, magnitude, and 

variability; the coefficient of determination (R-squared), representing the proportion of variance 

in the dependent variable that can be attributed to the independent variables; and the root mean 

square error (RMSE), which assessed the accuracy and precision of the model by measuring the 

average discrepancy between predicted and observed values [13]. 

 

5. Results  

5.1 Hydrologic Modeling with NextGen CFE Model 

Figure 3 shows the river discharge for different catchments over time during Hurricane Irene 

(2011). The river discharge for each catchment generally increases over time, which is expected 

as the hurricane progresses. There is a notable peak in discharge rates for all catchments around 

August 28, which likely corresponds to the height of the hurricane. Catchment "cat-694852” 

consistently has the highest discharge rate throughout the event, reaching close to 120,000 cubic 

meters per second at its peak. Catchments "cat-694853" and "cat-694854" also show significant 

increases in discharge during the hurricane, with maximum values around 46,000 and 26,000 

cubic meters per second, respectively. The rest of the catchments have lower overall discharge 

rates, with maximum values not exceeding 24,000 cubic meters per second. The high values of 

discharge could be attributed to the intense rainfall and strong winds associated with Hurricane 

Irene. These conditions can result in a significant increase in river discharge, as more water is 

transported into rivers and streams from direct rainfall and surface runoff. Results for other 

storm events are shown in the supplementary information. 
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Figure 3: River discharge output from the NextGen CFE model during Hurricane Irene (2011) for 

different catchments in the NYC area.  

5.2 Hydrodynamic Modeling using GeoClaw Model 
In this study, the model's performance was validated in the context of two hurricanes, Irene 

(2011) and Sandy (2012). The results of Sandy are shown in the Supplementary Information. 

The performance of the GeoClaw model in capturing storm events exhibits notable proficiency 

in capturing the peak of storms. However, during the initial days leading up to the storm event, 

the model may exhibit variations. Consequently, to ensure a reliable validation process, the 

decision was made to focus solely on validating the model against the peak of the storms. 

  

Figure 4: Comparison of observed, simulated, and maximum biased corrected simulated storm surges 

during Hurricane Irene (2011). 

 

Figure 4 shows the comparison between the simulation and observation time series at the time 

of the storm’s peak during Hurricane Irene, which provides evidence of GeoClaw's proficiency 

in capturing the peak of the storm. Moreover, evaluation metrics of the biased corrected and not 
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biased corrected simulation results of Hurricane Irene are shown in Table 2. These findings 

highlight the station-specific effects of bias correction on the evaluation of the models used in 

the study.  

 

Table 2: The evaluation metrics of simulated storm surges during Hurricane Irene; the bold 

ones are after bias correction. 

Hurricane Irene’s Evaluation Metrics 

Station Name Station ID NSE KGE RMSE R Squared 

The Battery 8518750 0.204⇒0.559 0.313⇒0.594 0.43⇒0.32 0.204⇒0.559 

Kings Point 8516945 0.515⇒0.847 0.344⇒0.737 0.391⇒0.219 0.515⇒0.847 

Montauk 8510560 -0.188⇒-0.45 0.109⇒0.077 0.296⇒0.327 -0.188⇒-0.45 

Bridgeport 8467150 0.647⇒0.917 0.428⇒0.835 0.292⇒0.146 0.647⇒0.917 

New Haven 8465705 0.612⇒0.685 0.342⇒0.568 0.309⇒0.278 0.612⇒0.685 

New London 8461490 0.353⇒0.299 0.324⇒0.478 0.291⇒0.303 0.353⇒0.299 

 

 

5.3 Machine Learning 

We examined a variety of performance metrics to determine which machine learning (ML) 

algorithms are most suited to the specific objectives of this project. We found that MLP is the 

best-performing algorithm (Figures 5a, 5b, and 5c). This algorithm, with a median KGE of 0.82, 

and a median RMSE of 0.17 m, demonstrates significantly better performance than SVM and 

slightly better than RF. Results from the feature importance analysis implemented using the 

trained MLP (Figure 5e) showed storm surge as the predominant factor contributing to the 

impacts of compound flooding around Manhattan, with an average relative importance score of 

0.53. Local precipitation, although the secondary contributor, still holds substantial influence, 

exceeding storm surge in certain areas and averaging an importance score of 0.29. River 

discharge, however, has a relatively limited contribution to flood severity around Manhattan, 

with an average score of 0.17. These findings align with existing literature. For instance, 

comprehensive studies of compound historic floods in the lower Hudson River (such as [14]) 

concur that the river flow's contribution to flood variability is negligible to extremely limited. 

Thus, our analysis reaffirms these observations, providing valuable insights for future flood 

mitigation efforts in the Manhattan area. For further details, please refer to Supplementary 

information. 
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Figure 5: Performance metrics of various ML algorithms (a) R-squared, (b) RMSE, (c) KGE, (d) study 

locations (numbered), (e) the relative importance of different flood drivers at different locations in the 

Manhattan area. 

  

6. Conclusion 

In this study, we conducted a thorough analysis of nine historic storms that caused significant 

flooding impacts in Manhattan, New York City. We developed a coupled hydrologic-

hydrodynamic modeling framework that uses NextGEN CFE for hydrologic modeling to 

simulate runoff generated during major storms and GeoClaw to estimate water level variation in 

the study area based on the fluvial flux received from the NextGEN-CFE model and other 

forms of reanalysis data such as ocean and atmospheric boundary forcing. The main output of 

the coupled modeling framework was the calculation of water levels at different locations 

throughout Manhattan, which serve as the target variables for the machine learning (ML) 

algorithms implemented within the study. By incorporating the intensity of fluvial, pluvial, and 

coastal drivers as input features, these sophisticated ML algorithms allowed us to analyze the 

contribution of each of these drivers to the overall water level variability at different locations 
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across the study area during compound flooding events. The study's findings underscore that 

storm surge emerges as the determinant factor in understanding the complex dynamics of 

compound flooding in Manhattan. Moreover, local precipitation emerges as a secondary, yet 

significant, contributor. Contrarily, river discharge does not demonstrate a substantial role in 

influencing the dynamic variability of the flooding regime within the study area. 

 

Supplementary Material: The supplementary information can be found here. The computational 

code is accessible at our open-access GitHub repository https://github.com/javedali99/si2023-

compound-flooding  
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Abstract: This study introduces a hybrid flood inundation modeling approach that integrates 

diverse sources of information, including crowd-sourced data, hydrological information, 

Synthetic Aperture Radar (SAR) satellite data, Federal Emergency Management Agency (FEMA) 

National Flood Insurance Program (NFIP) claims, and predictions from HAND FIM (Height 

Above Nearest Drainage Flood Inundation Mapping). The analysis aims to enhance the accuracy 

of flood inundation maps, particularly in urban areas, as flood models and mapping rely 

significantly on physical inputs and characteristics that are often unavailable from a single data 

source. The method utilizes a random forest algorithm as a classification technique to predict 

flood susceptibility across a 30-meter grid from historical storm data. The results are inconclusive 

in the effectiveness of the specific approach, however considering there is a probe of concept in 

the probabilities to utilize classification methods that combine both physical and social features 

it can serve to the HAND flood inundation maps to improve accuracy compared to traditional 

methods. The integration of data captured by crowd-sourced software can enhance the model's 

adaptability to changing urban environments, accounting for local variations, and providing 

valuable insights for emergency response planning. These advances are needed for the evolution 

of emergency response operations, like advancements seen in other industries.  

Keywords: Hydro informatics, Crowd-sourced Data, Machine Learning, Citizen Science, 

Susceptibility, Flood Inundation Mapping, Hydraulics and Hydrology, Random Forest 

Algorithm. 

1. Motivation 

Floods are recognized as among the most perilous and economically devastating natural disasters 

worldwide. In the continental United States alone, the Federal Emergency Management Agency 
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(FEMA) has reported that flooding surpasses all other severe weather-related events, causing 

more damages than any other severe weather-related event and many fatalities. The magnitude 

of the problem emphasizes the urgent need for effective flood management strategies. 

To enhance flood management and improve the accuracy of hydrological models, particularly 

for urban flooding events, crowd-sourced data has been shown to be a valuable resource [17]. 

This analysis evaluates how geo-citizen, volunteered geographical information and other non-

traditional data can be combined with more traditional flood inundation modeling in urban areas, 

where large populations are at risk. 

A major challenge in flood mapping is to estimate the horizontal extent of the flooding [12]. 

Predictions typically rely on empirical methods and verification with numerical modeling, 

satellite images, aerial photographs, and surveying data [8], [10], [11],[13]. The approach taken in 

this report is intended to evaluate the value of several non-traditional data sources for improving 

existing modeling techniques. 

Non-traditional data such as geo-tagged social media posts and other volunteer citizens' disaster 

occurrence reports have emerged as valuable sources for urban flood monitoring and prediction 

(e.g., [18]). During flood events, people utilize several venues to share vital information, including 

the location and severity of flooding, along with photos and videos that can aid emergency 

responders in assessing the situation and allocating resources effectively. However, there are still 

some challenges with this approach as citizen’s observations and occurrences reporting data can 

be noisy and problematic to interpret, and verifying its accuracy poses difficulties, such as 

concerns regarding privacy and security when sharing personal information [1]. Hence.This 

study combines citizen data with other available data sources and model predictions in an 

integrated, hybrid machine learning approach.  

2. Objectives and Scope  

Enhance flood inundation mapping accuracy by incorporating crowd-sourced and other non-

traditional data to improve the precision and reliability of flood extent estimation. Currently, 

most urban flood mapping relies on empirical methods, using streamflow data and rating curves 

produced by the USGS for model calibration and validation. This project advances the use of 

real observations made by citizens to improve flood mapping and modeling in urban areas, 

addressing challenges of complex terrain, changing drainage patterns, urban sprawl, and ongoing 

infrastructure modifications. The approach also incorporates satellite data and elements from 

traditional modeling techniques into hybrid probabilistic machine learning models to estimate 

flood extents with more confidence. 

3. Previous Studies 

By analyzing social media data, real-time flood maps can be created, enabling the identification 

of high-risk areas with a higher likelihood of occurrences, and tracking the movement of people 

and resources within and outside the flood zone. This information allows emergency response 
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decision-making and resource allocation [2]. Li et al. [4] propose an approach that utilizes flood-

related tweets to assist in rapid flood mapping and enhance situational awareness during flooding 

events. By analyzing spatiotemporal patterns of flood-related tweets, patterns can be identified 

to improve the utilization of Twitter data for flood mapping [3]. 

In another study, Mazzoleni et al. [5] presents a methodology for integrating crowd-sourced data 

from social and physical sensors into hydrological models, aiming to enhance streamflow 

prediction in early warning systems. The methodology is applied to case studies in the UK, Italy, 

and Luxembourg, demonstrating that assimilating crowdsourced data, particularly at high 

frequencies and accuracies, improves streamflow prediction accuracy. 

4.  Data and Research Area  

This research focuses on the analysis of ten historical storms that have caused urban flooding in 

Buffalo Bayou Watershed since 2015 (Table 1). This watershed is in southeastern Texas, covering 

most of Harris County, including the city of Houston (Figure 1). Buffalo Bayou, which is the 

mainstream within the catchment, serves as the primary outlet for stormwater runoff from the 

area. It stretches approximately eighty-five kilometers in length and is bordered on the western 

side by the Addicks and Barker reservoirs. The catchment is highly susceptible to urban flooding 

due to its urbanized nature and extensive impervious surfaces in the form of roads, buildings, 

and other infrastructure within the city of Houston and its suburbs [14]. 

During Hurricane Harvey in 2017, Buffalo Bayou Watershed (BBW) and Brays Bayou Watershed 

(BrBW) suffered significant impacts, with 17,090 and 23,810 houses damaged, respectively [15]. 

These numbers are the highest among the twenty-two watersheds in Harris County affected by 

Harvey. Additionally, the region has experienced other significant flood events (Table 1), such 

as the Memorial Day flood in May 2015, Tax Day flood in April 2016, and tropical storm Imelda 

in September 2019. These natural disasters resulted in significant road flooding and inundation 

along the Buffalo and Brays Bayous [16].  

Table 2 shows the data that are processed into attributes for the machine learning model 

described below, including hydrologic data, Synthetic Aperture Radar (SAR) satellite data, 

crowd-sourced data, National Flood Insurance Program (NFIP) flood claims during historical 

storms, and HAND FIM (Height Above Nearest Drainage Flood Inundation Mapping) data 

provided by the National Water Center (Figure 2).  

Satellite data are only available for the storms noted in Table 1. HAND FIM data are used to 

estimate the time of peak flood inundation for each storm (also shown in Table 1), which is the 

time used for model training, testing, and validation. For the purposes of modeling, the 

watershed is divided into 259,999 cells 30m by 30-meter 390,450grid. Data on building footprints 

are used to eliminate any grid cells that contain only buildings, resulting in 259,999 cells grid cells 

for analysis. 
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Figure 1. Research area: Buffalo Bayou watershed 

 

5.  Methodology      

A probabilistic approach is taken in this research, using a random forest machine learning 

algorithm [6], [7] to classify each grid cell in the watershed as flooded or unflooded and provide 

a confidence level associated with each classification. Thus, the predicted confidence level 

provides an estimate of the 25 susceptibilities of each location to flood occurrence during a 

particular storm. The random forest algorithm’s robustness, low bias, capability of handling 

unbalanced and high dimensional data, and its quick prediction makes it a useful tool for this 

research among other machine learning methods. 

The probability of flood occurrence is estimated from the attribute datasets given in Table 1 

(Supplementary Material), including HAND FIM predictions [9], topographic, hydrologic, 

satellite, and crowd-sourced features. Observations of flooding from any source (Twitter posts, 

311 reports - the local authorities' citizen complaint hotline or app, FEMA flood related damages 

reported as claims to the National Flood Insurance Program, and SAR satellite data) are 

combined into a single attribute (0/1 for not flooded/flooded). This attribute is used in the 

training phase of the modeling and then omitted (predicted) for the testing and validation phases. 

Spatial correlations are considered by using crowd-sourced and satellite data from surrounding 

grid cells as other attributes. Additionally, any previous flood damage insurance claims at each 

grid cell are considered as another attribute.  

An ensemble modeling approach is used, where data from nine storms are used to train and test 

storm-specific random forest models, whose predictions are then input into a “committee” 

random forest model that makes the final prediction for any storm (see Figure 2). This structure 

allows the storm-specific models to specialize on the hydrologic patterns unique to each storm, 

which are then generalized to other storm patterns in the committee model. Furthermore, 

satellite data can be incorporated into the storm-specific models where available without causing 

difficulties with missing data for the other storms.  

A 10-fold cross-validation approach is used for training and testing, where the model is trained 

on 90 percent of the data (9 folds) and 10 percent (1-fold) are held out for testing. This process 

is repeated ten times, each with different training and testing folds. As noted above, during 
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testing, the reported flooding at each cell from all sources is the predictive variable as a surrogate 

for flood susceptibility.  

 

Figure 2. Diagram of Random Forest Classification Algorithm. 

Finally, the performance of the model is validated using satellite, FEMA flood claims, and crowd-

sourced data from one storm in the dataset (Tropical Storm Imelda) that was not used for 

training or testing (Figure 2).  

5. Results 

The machine learning algorithm used Cross-validation to assess the model performance by 

partitioning the data into multiple subsets or folds 10 by each storm - k-fold cross-validation, 

the model was trained on k-1 folds and tested on the remaining fold in each iteration with this 

process repeated k times, with each fold serving as the test set exactly once. The final evaluation 

metric was computed by averaging the performance results from all k iterations, providing a 

more robust estimate of the model's performance compared to a single train-test split. 

While the results show promise, several assumptions must be considered. First, all flood 

observations from satellite, crowd-sourced, and HAND FIM sources are considered equally 

valid. All these data sources have errors that should be investigated in future research. Crowd-

sourced data can be biased, as some citizens are more likely to report flooding than others, and 

erroneous, whether intentional or unintentional. For example, the relevance of Twitter posts to 

flooding was assessed by Flood Tags using their proprietary algorithms, which could have 

included irrelevant posts or excluded relevant posts. Second, due to limited time, only one 

machine learning method was investigated and default hyperparameters were used. A more 

thorough investigation of methods, importance of different attributes, and hyperparameter 

optimization is needed in future research.  
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 Estimating there were some limitations within the features and all the features introduced to 

achieve viable results and proof of concept. However, the final and conclusive results are part 

of final deliverables to be presented during the CUAHSI- 2023 Summer Institute capstone.  

5.1. Data Exploration Results: 

These maps (Map 1 and Map 2) of the watershed in some of the storms analyzed display the 

extent of the HAND inundation map and human reported occurrences, along with the SAR data 

when available and the FEMA flood related damages contributing to the contributions and 

potentials of the crowd-source data for this type of analyses. The map highlights the horizontal 

representation of the map inundation prediction during the peak of the storm (flood) light blue 

shading, the reported and documented occurrences are shown as dots, triangles and squares and 

urban areas marked with red symbols, and SAR data when available showing inundation areas 

are seen in pink, gray. Watershed and boundaries demarcate the borders between neighboring 

Hydrological Units. 

 

 
(A)TS Bill 

 

(B)Tax Day 

(C)EVENT2017 

 

(D)EVENT2018 

 
(E)TS Imelda 

 

(F)TS Beta 
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Map 1. Heat map generated from all crowd-sourced data across storms, as well as highlighting 

the most flood-prone area within the Buffalo Bayou Watershed. 

 

Map 2. Heat map generated from all crowd-sourced data across storms, as well as highlighting 

the most flood-prone area within the Buffalo Bayou Watershed. 

 

Below Graphs (Figure 3) show rain return rates by hour for each storm which is a relationship 

between peak of rainfall between 6 hours before the peak and the peak of the greatest horizontal 

extension of the flood. This is an average time interval between the analyzed storms only 

considering similar or greater peak rainfall intensity causing flood conditions in the area. 

The formula used for this calculation formula: Return Time = 1 / Exceedance Probability, where 

Exceedance Probability is the probability of exceeding the peak rainfall intensity of a given storm. 

The lower return time indicates a higher likelihood of storms, meaning flooding conditions with 

similar or greater peak rainfall intensity occurring more frequently. 

 

Figure 3. Rainfall returns within 0-3-6 hours window. 

 

6. Conclusions 
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A novel hybrid machine learning method is developed that combines HAND FIM predictions 

with satellite, hydrological, and crowd-sourced data to predict flood extent in urban 

environments. An ensemble random forest classification model is developed with specialized 

models predicting flood extent for each storm in the historical record. The output from these 

models is fed into a committee model that predicts areas of flood impacts for all storms. 

There are promising options to enable real-time and widespread data collection during flood 

events, providing valuable information for rapid response and decision-making, along for a 

substantial number of contributors, crowd-sourced data can improve the spatial resolution of 

flood inundation maps, capturing localized flood extents with finer detail. 

Citizens data and the already existing personal technology allows for geotagged images and 

videos that can serve as valuable ground truth for validating flood models and enhancing their 

accuracy; involving citizens in data collection fosters community engagement and awareness 

about flood risks, empowering individuals to take preventive measures; and Real-time data from 

smartphones can contribute to flood monitoring systems and early warning mechanisms, alerting 

authorities and the public to potential hazards. 

In general data fusion techniques can be applied to integrate different data sources, optimizing 

flood mapping processes and strengthening flood forecasting capabilities, and along with 

collaboration among government agencies, researchers, and the public is essential to effectively 

harness crowd-sourced data for flood modeling and map improvements. 

There are some limitations due to facts such  a Crowd-sourced data may suffer from 

inconsistencies and inaccuracies due to variations in data collection methods by the user, 

companies or agencies, data may vary across different geographic areas, leading to data gaps 

along with gaps and uneven spatial coverage; the frequency of data updates sources may not be 

consistent, which could affect the timeliness of flood inundation map updates, data might be 

biased towards specific areas or events, potentially leading to skewed representations of flood 

occurrences. Managing large volumes of crowd-sourced data requires robust data processing and 

validation mechanisms, adding complexity to the map generation process along with privacy and 

ethical considerations, necessitating transparent data usage policies and consent from 

contributors. 

In summary, while crowd-sourced data and smart personal technology offer promising 

opportunities to enhance flood inundation maps, addressing data quality, privacy, and integration 

challenges is crucial for maximizing the benefits of these emerging technologies in flood risk 

management and disaster response. 
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7. Supplementary Materials:  

Table 1. Features 

Attribute Names 

Number 

of 

Attributes 

Source (include websites as available) 

Latitude 1      Geospatial Database 

Longitude 1      Geospatial Database 

Storm number (1-10) 1                         - 

Number of hours to peak inundation 1 

NOAA Affiliate(s)National Oceanic and Atmospheric 

Administration of the United States of America NOAA 

Office of Water Prediction | Geo-Intelligence Division) 

Slope 1      Topographic maps 

Topographic (terrain) wetness index 

(TWI) 
1 

 Chowdhury, M. S. (2023). Modelling hydrological factors 

from DEM using GIS. MethodsX, 10, 102062 

Rainfall Storm Peak =Hour.hr. Hour_0   

GPM /IMERG **IMERG V06 Technical 

Documentation | NASA Global Precipitation 

Measurement Mission 

Rainfall 3 hours prior peak Hour_-3 3 

 GPM /IMERG **IMERG V06 Technical 

Documentation | NASA Global Precipitation 

Measurement Mission 

Rainfall 6 hours prior peak Hour_-6 2 

 GPM /IMERG **IMERG V06 Technical 

Documentation | NASA Global Precipitation 

Measurement Mission 

Flow accumulation 1  Arcpy package 

Crowd-sourced flood observations:   
Twitter posts collected by Flood Tags B.V., City of 

Houston datasets (311) 

Flooded (1) or not flooded (0) at this 

cell during this storm 
1  311 datasets, Twitter, HAND, SAR 

Number of reports in surrounding grid 

cells (90 m, 150 m) during this storm 
4  Arcpy package 

Number of reports in surrounding grid 

cells (90 m, 150 m) across all storms 
2  Arcpy package 

FEMA flood claims 2 FEMA flood claims/ FIP Houston  

Current HAND FIM predictions at this 

cell (0/1 - not flooded or flooded) 
1 

HAND FIM. NOAA Affiliate(s)National Oceanic and 

Atmospheric Administration of the United States of 

America NOAA Office of Water Prediction | Geo-

Intelligence Division) 

SAR satellite data: 2  Google Earth Engine (see table 2) 

Flooded (1) or not flooded (0) at this 

cell during this storm 
1   
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# of flooded cells in surrounding grid 

cells (90 m, 150 m) during this storm 
2   Arcpy package 

# of flooded cells in surrounding grid 

cells (90 m, 150 m) across all storms 
2   Arcpy package 

*** The IMERG Integrated Multi satellite retrievals provides a data field that estimates the mixed liquid and solid precipitation 

from June 2000 – Present. As described by NASA textual from the technical description:” The Integrated Multi-satellite 

Retrievals for GPM (*IMERG*) is the unified U.S. algorithm that provides the multi-satellite precipitation product for the U.S. 

GPM team.  The precipitation estimates from the various precipitation-relevant satellite passive microwave (PMW) sensors 

comprising the GPM constellation are computed using the 2017 version of the Goddard Profiling Algorithm (GPROF2017), 

then gridded, inter calibrated to the GPM Combined Radar Radiometer Analysis product (with GPCP climatological calibration) 

and combined into half-hourly 0.1°x0.1° fields.  These are provided to the Climate Prediction Center (CPC) Morphing-Kalman 

Filter (CMORPH-KF) quasi-Lagrangian time interpolation procedure and the Precipitation Estimation from Remotely Sensed 

Information using Artificial Neural Networks – Cloud Classification System (PERSIANN-CCS) infrared (IR) re-calibration 

procedure.
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Table 2. Flood events and data used for the analysis. 

 Storm Dates 

Total 

Rainfall 

per storm 

(inches) 

Rainfall on 

Peak 

Inundation 

Date (in) 

Estimated 

Peak Time 

from 

HAND 

FIM 

Storm 

Hrs 
SAR Satellite Data Availability 

Dates of 

Citizen 

Observation

s 

# 311 

calls 

# 

Tweets 

Total 

Citizen 

Data Points 

HAND-

FIM Dates 

(Sub-basin 

USGS 8-

12040104) 

1 TS Bill 

06/16/

15-

06/21/

2015 

2.63 1.04 20150617-15 15   
6/17/2015-

06/18/2015 
11 0 11 

6/17/2015-

06/18/2015 

2 TS Imelda 

09/17/

2019-

09/19/

2019 

10.85 1.61 20190919-17 17 

2019/09/19-T00:18:37 and 

T00:26:34;   2019/09/24-

T00:26:59 

09/17/2019-

09/20/2019 
51 98 149 

09/17/2019

-

09/22/2019 

3 Un-named 

05/07/

2019-

05/09/

2019 

6.74 4.08 20190510-04 40 

2019/05/10-T00:18:30 and 

T00:26:26;   2019/05/15-

T00:26:51 

05/07/2019-

05/10/2019 
10 48 58 

05/07/2019

-

05/12/2019 

4 Un-named 

07/04/

2018-

07/06/

2018 

6.65 6 20180704-19 19 

2018/07/07-T00:26:23 and 

T00:26:48;    2018/07/14-

T00:18:28 

07/04/2018-

07/08/2018 
60 8 68 

07/04/2018

-

07/08/2018 

5 Un-named 
12/7/1

8 
3.3 3.76 20181208-06 30   

12/7/2018-

12/8/2018 
2 9 11 

12/7/2018-

12/9/2018 
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6 Un-named 6/5/19 2.68 0.85 20190605-21 21   
06/05/2019-

06/06/2019 
2 6 8 

06/05/2019

-

06/06/2019 

7 TS Beta 

09/17/

2020-

09/25/

2020 

12.36 7.16 20200923-14 14 
2020/09/18-T00:26:40 and 

T00:27:05; 2020/09/25-T00:18:44 

9/22/2020-

09/25/2020 
16 6 22 

9/23/2020-

09/25/2020 

8 Tax Day 

04/16/

2016-

04/17/

2016 

3.93 1.35 20160418-12 60   
04/16/2016-

04/19/2016 
103 27 130 

04/16/2016

-

04/19/2016 

9 Un-named 

06-

24/202

0-

06/25/

2020 

4.44 1.28 20200625-16 40 2020/06/26-T00:26:36; T00:27:01 
06/24/2020-

06/27/2020 
4 10 14 

06/24/2020

-

06/27/2020 

10 Memorial Day 

05/26/

2015-

05/28/

2015 

6.96 5.89 20150526-13 6   
05/26/2015-

05/28/2015 
182 83 265 

05/26/2015

-

05/30/2015 



National Water Center Summer Institute 2023   

49 

Table 3. Acronyms 

Acronym

s   
Description 

Acronym

s    
Description 

BMP Best Management Practice LID  low impact development  

BWF Base Wastewater Flow  LPS  liters per second  

CFS Cubic Feet per Second  MGD  million gallons per day  

CMS  Cubic Meters per Second  MLD  million liters per day  

CSO  Combined Sewer Overflow  NCDC  National Climatic Data Center  

DCIA  Directly Connected Impervious Area.  NOAA  National Oceanic and Atmospheric Administration  

DOI  Digital object identifier NRCS  Natural Resources Conservation Service  

EIA  effective impervious area  NWS  National Weather Service 

ET  evapotranspiration  NWC  National Water Center 

EPA  Environmental Protection Agency PRMS  Precipitation-Runoff Modeling System  

EVAP  daily pan evaporation  RDII  rainfall dependent inflow and infiltration  

FEMA  
Federal Emergency Management 

Agency 
SCF  Snow Catch Factor  

GIS  geographic information system  SCS  Soil Conservation Service 

GPM  gallons per minute  SWMM  Storm Water Management Model  

GWI  groundwater infiltration  TMAX  maximum daily temperature  

HSP  Hydrologic Simulation Program  WE  water equivalent. 

JSON  JavaScript Object Notation GPM                Global Precipitation Measurements Mission  

 

Table 4. Units’ description 

Features Units 

Area (sub-catchment) Acres SF 

Area of Storage  Square feet  SF 

Depression Storage Inches ml 

Depth Feet ft 

Elevation Feet ft 

Evaporation Inches/day In/d 

Flow Rate cubic feet/sec (cuffs); gallons/min (gpm); gallons/day (mgd) cfs/ gpm/ mgd 

Hydraulic Conductivity Inches/hour In/h 

Hydraulic Head feet ft 

Infiltration Rate Inches/hour In/h 

Sub-Basin Hydrology Unite Codes   

Watershed Watershed   

Slope Percent (%)   

Distance to or from water meter  mt 

Rainfall  Inches/hour In/h 
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Abstract: Every year, millions of people are devastated by floods, which are getting increasingly 

severe worldwide. Flood Inundation Mapping (FIM) frameworks  have become crucial tools for 

mitigating flood risks and improving disaster awareness and forecasting, especially for decision-

makers. In the United States (US), the NOAA Office of Water Prediction (OWP) is leading the  

development of a national-scale FIM forecasting framework. In its current operational state, the 

framework is based on the Height Above Nearest Drainage (HAND) approach, which couples 

the OWP National Water Model with the HAND approach through Synthetic Rating Curves 

(SRCs). However, recent studies have highlighted several shortcomings in the OWP HAND-

FIM method, notably in regards to the technique's efficacy in coastal and low-relief settings. This 

study aims to evaluate OWP HAND-FIM performance and isolate uncertainties in SRCs and 

NWM-predicted discharge on flood extent. The Amite River Basin in the US was chosen as a 

location for a thorough case study due to its significant susceptibility to fluvial floods and the 

availability of high-fidelity HEC-RAS model for past flood episodes. We compared SRCs at 

USGS gauge locations with HEC-RAS rating curves and assessed the impact of different 

discharges on OWP HAND-FIM predictions. The study found that OWP HAND-FIM 

demonstrated a performance agreement of 44% when compared to observed data, while the 

ARB HEC-RAS model showed a significantly higher agreement of 93%. In order to introduce  

uncertainties into OWP HAND-FIM we found disparities between SRCs and USGS curves. We 

generated new FIM with different streamflows, and the flood extent differences based on the 

HAND-FIM method emphasized the complexity of determining the most suitable rating curve. 

Addressing these uncertainties is essential for improving large-scale FIM tools and enhancing 

flood forecasting for decision-makers. Addressing these uncertainties is essential for improving 

large-scale FIM tools and enhancing flood forecasting for decision-makers. 
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1. Motivation 

Floods are one of the most frequent natural disasters in the world, affecting over 250 million 

people each year. According to the Intergovernmental Panel on Climate Change's 2021 report 

[1], floods are becoming more severe in many areas due to increasing sea levels, stronger storms, 

and heavier rainfall. Given the increasing frequency and severity of floods, their impacts on 

human lives, infrastructure, and the economy can be significant. In response to these devastating 

flood impacts, accurate and timely Flood Inundation Mapping (FIM) models are essential as they 

provide spatially explicit representation of the extent which can  serve as powerful tools for 

decision-makers. To efficiently forecast flood inundation at the continental scale, the Office of 

Water Prediction (OWP) of the United States’s National Oceanic and Atmospheric 

Administration (NOAA) utilizes Height Above Nearest Drainage (HAND) in combination with 

Synthetic Rating Curves (SRCs) to generate flood inundation maps based on discharge predicted 

by the National Water Model (NWM). The NWM integrates real-time and forecast data to 

simulate water balance and streamflow supporting decision-making related to water 

management, flood mitigation, and drought preparedness at various scales. The OWP 

operational FIM prediction framework, referred to as OWP HAND-FIM, have been evaluated 

and compared with flood inundations from observations as well as from hydraulic models that 

leverage detailed channel geometry such as the Hydrologic Engineering Center’s River Analysis 

System (HEC-RAS) developed by the United States Army Corps of Engineers [1, 2, 3]. 

Recent studies have found that OWP HAND-FIM can have lower performance in coastal areas 

and low-relief regions [2, 3], and has limitations related to both underlying data and methodology. 

For example, factors that can contribute to OWP HAND-FIM performance and uncertainty 

include the accuracy of Digital Elevation Models (DEMs), errors in modeled streamflow, 

characterization of anthropogenic influences such as bridges or drainage systems, or the accuracy 

of SRCs and underlying features influencing such stage-discharge relationships such as 

roughness and channel geometry [4]. Isolating these sources of uncertainty and their relative 

influence on OWP HAND-FIM performance would contribute to the improvement of large-

scale FIM tools and support more accurate flood forecasting for decision-makers. 

2. Objectives and Scope 

The objectives of this study are to evaluate OWP HAND-FIM performance and to isolate and 

characterize the impact of uncertainties in SRCs and estimated streamflow on forecasted flood 

extent. We conducted a case study in the Amite River Basin (ARB), located in Southeastern 

Louisiana and Southwestern Mississippi in the United States of America (USA; Figure 1). The 

ARB has a drainage area of 4,878 km2 and is  susceptible to flooding due to urbanization and 

development, low-relief topography, coastal proximity, and high annual precipitation.  
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Figure 1. Overview of Amite River Basin and USGS gauge  locations selected for rating curve analysis. 

 

For our evaluations, we focused on flood events that occurred in March and August of 2016 

(Table 1). The August 2016 event was a historical flood caused by a tropical storm that resulted 

in a record 48-hour total rainfall of 797 mm (31.39 inches) at one station. This event resulted in 

thirteen deaths, and an estimated $4.4 billion dollars of structural damage in the ARB [5, 6, 7]. 

 

Table 1. Historic flood events used in this study 

Flood event Start date End date 

Event 1 March 10, 2016 (10:00)1 March 12, 2016 (21:00)1 

Event 2 August 10, 2016 (10:00)2 August 21, 2016 (19:00)2 

1 The North American Central Time Zone (CST), 2 The American Central Daylight Time (CDT)  

 

 3. Previous Studies 

Previous research has examined uncertainty sources in OWP HAND-FIM predictions and have 

explored various approaches to enhance FIM accuracy. Aristizabal et al. (2023) demonstrated 

that NWM flow predictions significantly affect HAND-FIM accuracy [8]. Li et al. (2022), also 

emphasized accounting for uncertainty in real-time flood inundation mapping using the HAND 

model as a means to improve the reliability of flood extent predictions [9]. Evaluations of SRCs 

and HAND-FIM coastal regions have emphasized the need for improvements as HAND-FIM 

accuracy may be compromised due to the complex interactions between river flows, tides, and 

coastal processes. For example, while Zhang et al. (2019), found that SRCs exhibited good 

agreement with field-derived rating curves during normal flow conditions, discrepancies emerged 

under extreme flow in coastal areas [10]. Additionally, SRCs have a tendency to overpredict stage 

in coastal areas and underpredict in mountainous regions [11]. By leveraging insights from these 

studies, our research aims to continue isolating the sources of uncertainty in OWP HAND-FIM 

predictions, particularly focusing on the flow predictions and rating curve performance under 

extreme flow conditions.  
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 4. Methodology  

We applied the OWP HAND-FIM methodology to predict flood depths and extent in the study 

basin for the historical flood events based on the NWM discharge predictions. By comparing 

forecasted extents with observed data as well as flood extents produced by a detailed HEC-RAS 

model, our study evaluated OWP HAND-FIM performance and suggested sources of FIM 

uncertainty. The analysis used the ARB 1D/2D HEC-RAS model version 5.0.6 including 

detailed data for cross-sections, bridges, culverts, and lateral structures. The model assumed sub-

critical flow, Manning's n values ranging from 0.035 to 0.12, and elevation data was from the 

2018 LADOTD LiDAR. The analysis also utilized 449 High-Water Marks (HWM) survey data 

for the August 2016 event. Out of the 449 HWMs, 324 were designed as high confidence in our 

watershed based on their agreement with adjacent HWMs and are used for our evaluations [15]. 

Our study isolated impacts of discharge and SRC errors on forecasted flood extent using 

predicted, observed, and HEC-RAS simulated data. Differences in resulting flood extent from 

the OWP HAND-FIM methodology were evaluated under this study. 

 

4.1. Comparing Rating Curves 

To evaluate the performance of SRCs utilized in HAND-FIM methodology, we compared SRCs 

at three USGS gauge locations with rating curves from USGS and the ARB HEC-RAS model. 

The locations and names of the stations are shown in Figure 1. A rating curve relates water level 

(stage) to discharge (flow rate) in rivers, and is vital for flood forecasting and. The HAND-FIM 

approach links observed water levels to actual water flow at a specific location. Channel 

geometry, roughness, and obstructions are among the factors that influence this relationship. 

 

We associated each gauge with the closest stream segment in the flowlines used in HAND-FIM 

as well as the closest ARB HEC-RAS cross sections in order to align the stage-discharge data 

sources for our comparisons. To generate ARB HEC-RAS rating curves, we extracted water 

level and discharge for the modeled 2016 events. We also downloaded USGS stage and discharge 

data utilizing the ‘dataretrieval’ Python package [12] to extract data from the National Water 

Information System (NWIS) for the 2016 events based on site IDs. As the USGS stage-discharge 

relationships exhibited hysteresis, we selected the lower portion of the hysteresis loops in order 

to finalize the USGS rating curves.  

 

In order to achieve an estimation of the potential impact of these differences on the OWP 

HAND-FIM, our analysis focused on sub-catchments with available rating curves from the 

USGS. By isolating discharge values, we can accurately assess the extent to which variations in 

water level (stage) determined by rating curves influence the final outcome of the HAND FIM 

calculation. To accomplish this, we utilized the discharge value for the March 2016 event from 

USGS as the reference water level, and then determined the associated discharge value based on 

HEC-RAS and HAND rating curves. Subsequently, we generated OWP HAND-FIM for the 

three different stages. 
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To analyze the differences in stage heights derived from these rating curves, we utilized the 

Bland-Altman method. It is a graphical method used to compare two measurements or methods. 

The plot was introduced by J. Martin Bland and Douglas G. Altman in 1983 as an alternative to 

simple correlation or regression analysis when comparing two methods of measurement that 

produce continuous data.  The Bland-Altman method plots the differences between the two 

measurements against their averages. If the differences are randomly scattered around zero, it 

indicates good agreement between the methods. If the differences are consistently above or 

below zero, there is a systematic bias between the methods. If the differences increase or decrease 

as the averages increase, it suggests that the agreement may not be constant across the 

measurement range. The plot provides valuable insights into the level of agreement, any potential 

bias, and the overall performance of the two methods, making it a useful tool for assessing 

measurement agreement in scientific research. 

 

4.2. Flood Inundation Mapping 

Flood inundation maps for the 2016 events were generated in this study applying the OWP 

HAND-FIM methodology. To ensure consistent and reproducible results, we utilized tools 

published on the NOAA-OWP GitHub repository and followed the recommended Docker 

workflow for executing the inundation functions [12]. The OWP HAND-FIM pipeline generates 

HAND rasters representing the height of each grid above the nearest stream grid based on a 

10m DEM. To generate inundation maps based on these HAND rasters, discharge is converted 

to stage height using the HAND-derived SRCs and flooding occurs when the stage height is 

greater than the HAND grid value [11]. For our study, HAND data including the HAND rasters, 

SRCs, and flowlines were downloaded from the OWP AWS bucket and we executed the 

subsequent inundation workflows. 

 

To first evaluate HAND-FIM performance  in the ARB for the events, we generated a flood 

inundation map applying HAND-FIM for the HUC8 watershed using predicted streamflow data 

from the NWM Retrospective Dataset version 2.1. To retrieve discharge data for the 2016 event 

(see Table 1), we modified a Python code based on the work of Abdelkader, M. and J.H. Bravo 

Mendez (2023) [14] to download hourly predicted discharge for all reaches within the ARB based 

on FeatreIDs. We then retained the maximum discharge for each FeatureID for our subsequent 

flood inundation mapping. In order to isolate the impact of NWM discharge predictions on 

flood extent, we also generated flood inundation maps for August 2016 applying OWP HAND-

FIM methodology at three USGS gauge locations across the ARB using observed maximum 

discharge from the USGS and maximum discharge from a calibrated ARB HEC-RAS model 

extracted at the cross section closest to the gauge location. 

 

4.3. Evaluating Differences in Flood Inundation Maps 

Results from the OWP HAND-FIM methodology were compared with maps generated using a 

calibrated ARB HEC-RAS model and HWM survey data for the August 2016 event. The 
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comparison aimed to assess and quantify differences between predicted and observed flood 

extents, as well as to evaluate the impact of streamflow and SRC uncertainties on the predicted 

extent.  The March event was not used for this portion of the analysis as HWM data was not 

available for validation. 

In order to compare HEC-RAS flood inundation results with OWP HAND-FIM simulations 

for the August 2016 event, flood depth from HEC-RAS were aggregated to a 10 by 10-meter 

resolution, matching the HAND-FIM resolution. Flood inundation maps were subsequently 

converted to binary flood/not flooded pixel values based on a water depth threshold of 10 cm. 

To validate the accuracy of the flood extent predictions, we also matched the high confidence 

HWM locations with flood raster pixels in order to calculate the percentage of agreement. Three 

metrics were subsequently used to compare flood extents derived from HAND-FIM and HEC-

RAS following Aristizabal et al. (2023). The metrics were used: Critical Success Index (CSI), 

Probability of Detection (POD) and False Alarm Ratio (FAR) [8]. By quantifying flood extent 

differences, conducting visual comparisons, the study aims to understand the differences 

between flood inundation maps generated using different datasets and methodologies. 

 5. Results 

5.1. OWP HAND-FIM Performance for August 2016 

To generally evaluate the performance of OWP HAND-FIM across the ARB, we first compared 

the predicted flood inundation extent for the August 2016 flood event with the detailed flood 

extent produced by the ARB HEC-RAS model and the observed HWMs. We found that OWP 

HAND-FIM captured 44% of the high confidence HWMs, had a CSI of 0.46, and a POD of 

0.57 for the August 2016 event compared to the HEC-RAS flood extent. Alternatively, HEC-

RAS captured 93% of the high confidence HWMs. The results show that in the upper middle 

portion of the ARB, HAND-FIM has more agreement with HEC-RAS flood extent compared 

to the low-relief, more urbanized lower watershed that likely experienced large amounts of 

pluvial flooding in the August 2016 event. Lower HAND-FIM performance in low relief, urban, 

and coastal catchment areas agrees with previous studies, and is likely because OWP HAND-

FIM captures fluvial flooding but not backwater flooding or local flooding from intense, short 

duration rainfall [1, 2, 3, 16, 17]. Differences in flood extent in the upper portion of the watershed 

and the upper tributaries occurred because the HEC-RAS model did not resolve the upper 

watershed channels explicitly; rather their runoff was captured through the hydrologic model 

and fed into the downstream tributaries. Therefore, our comparison metrics do not fully capture 

the differences in modeled flow neworks. 

5.2. Impact of discharge on OWP HAND-FIM predictions 

By generating flood extents using observed USGS and ARB HEC-RAS maximum discharge 

values for the August 2016 event, we removed uncertainties associated with NWM streamflow 

predictions and assessed the resulting impact on flood forecasts. We observed that the maximum 

hourly NWM streamflow closely matched the HEC-RAS and USGS maximum discharges for 
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the upstream gauge locations (Figure 2a and 2c). However, in Figure 2b (downstream gauge), 

the NWM maximum streamflow was approximately 50% higher. This may be due to a failure at 

the USGS gauge, judging by the linear falling limb of the flood wave and the low values recorded 

compared to the upstream gauge. The event hydrographs in Figure 2a shows that the USGS 

flood peak was earlier compared to the predicted NWM discharge and HEC-RAS hydrographs, 

and Figure 2c shows a case where the NWM event hydrograph recedes earlier compared to 

USGS and HEC-RAS.  

 

 

Figure 2. Hydrographs for the August 2016 event for three gauge locations. (a) Maximum discharge in Amite River Near 

Darlington (b) Maximum discharge in Comite River Near Comite  (c) Maximum discharge in Comite River Near Olive Branch 

 

Despite using different streamflow data sources to run OWP HAND-FIM, the maps in Figure 

3 show that the flood extent results are the same at the upstream gauges due to similar maximum 

discharges (Figure 3a, 3c). However, Figure 3b shows differences in flood extent in accordance 

with differences in maximum discharge values, demonstrating that streamflow predictions can 

cause uncertainties in flood extent. At the site in Figure 2b, the differences between NWM and 

HEC-RAS could be related to the presence of a tributary river above the reach as well as a bridge 

closeby. Figure 3 also demonstrates that at these locations, OWP HAND-FIM methodology is 

generally underpredicting flood extents in comparison to ‘true’ flood extents simulated in the 

HEC-RAS model likely due to pluvial flooding not being represented or remaining uncertainties 

in SRC performance. 
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Figure 3. Flood inundation extents generated using OWP HAND-FIM methodology with different input discharges. (a) FIM for  

Amite River Near Darlington (b) FIM for Comite River Near Comite  (c) FIM forComite River Near Olive Branch. Note that 

(a) and (c) had matching flood extents for  

 

5.3. Comparing rating curves   

The disparities between the SRC, the USGS and HEC-RAS rating curves for select locations are 

shown in Figure 4. The SRC and USGS curves do not demonstrate consistent agreement with 

each other. Notably, there are instances where the SRC underpredicts and other instances where 

it overpredicts. We posit that these discrepancies could introduce substantial uncertainty into the 

final HAND FIM.  

 

 

Figure 4. Rating curves from HEC-RAS, USGS and HAND Synthetic Rating (a) Amite River Near Darlington (b) 

Comite River Near Comite  (c) Comite River Near Olive Branch 

In the first two plots (a and b) presented in Figure 5, a trend is observed where the differences 

between the two curves decrease as the average of the measurements (here is water level) 

increases. This behavior indicates that the agreement between the curves might not be constant 

across the entire range of measurements. Conversely, in the plot c, the differences are observed 

to be randomly distributed around the mean difference line. This particular pattern signifies a 

favorable level of agreement between the two curves. These graphical representations, through 

the Bland-Altman plot, provide valuable insights into the nature of agreement, potential biases, 

and overall performance of the two measurement methods, contributing to a comprehensive 

assessment of their concordance in the context of this research. 

 

Figure 5. Bland Altman plots for examining differences between USGS and HAND rating curve in three different locations: (a) 

Amite River Near Darlington (b) Comite River Near Comite  (c) Comite River Near Olive Branch. Each plot shows the average 

Water Level (WL) on the x-axis and the difference between the two WL on the y-axis, with all units in feet  
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Figure 6 illustrates the differences in flood extent for the same events based on the OWP 

HAND-FIM method. Through an examination of the flood extent, it becomes apparent that the 

utilization of different rating curves significantly impacts the flood mapping outcomes. 

 

Figure 6. Flood extent differences using HEC-RAS, HAND and USGS rating curves for March 2016.(a) FIM for  Amite 

River Near Darlington (b) FIM for Comite River Near Comite  (c) FIM forComite River Near Olive Branch   

 

 

6. Conclusions 

This study evaluates the OWP HAND-FIM methodology's performance in predicting flood 

extents and examines the impact of uncertainties in SRCs and modeled discharge on flood 

predictions. By conducting a comprehensive analysis that involved comparing SRCs, USGS, and 

HEC-RAS rating curves, as well as generating flood inundation maps, our study evaluated the 

performance of HAND-FIM in predicting flood extents. The results revealed that OWP 

HAND-FIM exhibited a moderate agreement of 44% with the observed data. On the other 

hand, the ARB HEC-RAS model demonstrated a higher agreement of 93% when compared to 

the observed data, indicating its superior accuracy and reliability in simulating flood extents. To 

summarize, we found limited differences in FIM predictions due to input discharge since NWM 

and HEC-RAS streamflow predictions in our case studies exhibited good agreement with 

observations. However, OWO HAND-FIM is highly sensitive to the rating curves. The 

discrepancies observed between SRCs and USGS rating curves underscore the existence of 

potential uncertainties in HAND-FIM predictions. This highlights the necessity of addressing 

these uncertainties to ensure accurate and reliable flood forecasting. 

 

Supplementary Materials: 

https://github.com/annieholt/OWP_HAND_FIM_Eval_ARB 
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Abstract:  

This study focuses on enhancing flood inundation accuracy and mitigating limitations in the 

Height Above the Nearest Drainage-Flood Inundation Mapping (HAND-FIM) method through 

the implementation of surrogate modeling (SM) The SM is developed using machine learning 

techniques that replicate the relevant hydrodynamic characteristics from a high-fidelity 

Hydrologic Engineering Center-River Analysis System (HEC-RAS) model, integrating it with the 

low-fidelity HAND-FIM. The HAND-FIM is generated for a historic flood event in August 

2016 using the National Water Model (NWM) streamflow and the Office of Water Predictions 

(OWP) HAND-FIM Synthetic Rating Curves (SRC). The flood extent predicted by HEC-RAS 

serves as the target for the SM. Other inputs including Digital Elevation Model (DEM), slope, 

aspect, and landcover are used to train the SM. For the SM, the Critical Success Index (CSI) is 

utilized as a loss function for grid search, optimizing parameters for the Random Forest (RF) 

classifier model. The model is trained on 10 sub-watersheds and tested on 4 sub-watersheds, 

encompassing diverse types of land use. Notably, the testing phase excludes the HEC-RAS 

model outputs. The results indicate that when comparing high-fidelity input data (HEC-RAS 

FIM) to low-fidelity input data (HAND-FIM), the latter tends to exhibit more false alarms in 

both the training and test sets. It is observed that the higher-resolution DEM does not directly 

improve HAND-FIM, but when it is included as input in the SM, it enhances prediction 

accuracy. Results show the SM holds potential for model transferability, leading to reduced false 

alarms, and achieving commendable Probability of Detection (POD) and CSI values for both 

training and test sets. Overall, integrating SM presents a promising approach to improve flood 

prediction accuracy and address HAND-FIM limitations. 

Keywords: flood inundation mapping; surrogate model; low fidelity; high fidelity; machine 

learning 

1. Motivation 

Flood events pose significant risks to communities and infrastructure, with over 1,100 flood-

related fatalities recorded in the US over the past decade [1]. Floods have been the major cause 

of property and crop damage costs in 2017 and 2019 [2,3], emphasizing the importance of 

effective flood management strategies. Accurate flood inundation mapping is crucial for 
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mailto:sagy.cohen@ua.edu


National Water Center Summer Institute 2023   

64 

identifying at-risk areas, enabling proactive planning, emergency response coordination, and 

mitigation measures. The Office of Weather Prediction (OWP) utilizes the WRF-Hydro model 

as the NWM to provide streamflow forecasts for over 2.7 million river reaches across the 

contiguous United States (CONUS). To translate the NWM streamflow prediction to the river 

stage and calculate inundation extents, the OWP uses the HAND method with synthetic rating 

curves (SRC) [4]. Despite HAND's advantages in simplicity and computational efficiency, it has 

limitations, including reliance on assumptions and a lack of representation of flood dynamics, 

which may impact its accuracy [1-2]. 

2. Objectives and Scope  

This study aims to enhance the fidelity of a simple flood inundation method by employing a 

surrogate model (SM) that bridges the gap between this simplified model and a more complex 

flood inundation method that utilizes a hydrodynamic solver. In this project, HEC-RAS 

predictions are used as a high-fidelity FIM whereas the OWP HAND-FIM is considered as the 

low-fidelity FIM predictions. Further, the regionalization of theSM is explored over the 

watershed with different characteristics and data/model scarcity. 

3. Previous Studies 

 
Flood inundation mapping can be done using various approaches, including hydrodynamic 

modeling, like the widely used HEC-RAS model. This method simulates flow dynamics in one-

dimensional (1D) or two-dimensional (2D) settings, considering factors like topography, river 

geometry, and flow rates to estimate flood extents. Alternatively, simpler and less 

computationally demanding methods like the HAND method are used for large-scale mapping 

[4]. Another approach to reducing computational costs is using data-driven SMs [11-12]. These 

models learn from complex relationships between inputs and outputs, often using time series 

data to address system behavior hysteresis. Input features include topographic data [7]; and 

remote sensing data [8] for accurate predictions, especially in coastal urban and riverine flooding 

regions. While recent studies [18] suggest that higher resolution DEM may not directly enhance 

HAND-FIM, its influence on a SM remains unclear. Previous studies have employed data-

driven techniques such as random forest algorithms [7]; artificial neural networks [9]; support 

vector machines [8]; and combinations of different models [10]. Event-based datasets, including 

historical and synthetic events, are commonly used for training, and testing SMs. Another 

method involves constructing a computationally efficient, low-fidelity model and then 

enhancing its results with a data-driven surrogate model. The SM improves the accuracy of the 

low-fidelity model outputs to match the high-fidelity model outputs, deciphering complex 

relationships between the two. 

4. Study Area 

The Amite River Basin (ARB), which spans an area of about 4, km2(~1,596 mi2), is a watershed 

situated in the southeastern region of the United States (Figure 1). It encompasses several 

important counties and parishes in Mississippi and Louisiana such as East Baton Rouge, 

Ascension, and others as well as several cities Darlington, Denham Springs, and Olive Branch. 

It originates as the East Fork Amite River and the West Fork Amite River in Mississippi, with 
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their headwaters merging around 2 km downstream of the Louisiana - Mississippi state line. 

Continuing its path, the Amite River converges with the Comite River just before the city of 

Denham Springs, spanning approximately 80 km until it ultimately reaches its destination, Lake 

Maurepas (Figure 1) In this study we concentrated on the drainage area covering 08070202-

HUC8 region. ARB plays a crucial role in supporting various ecological conditions, water supply 

for human consumption, irrigation, navigation, land use, and recreational activities. 

 
Figure 1. (a) Study area: Louisiana, United States and (b) Amite River Network over HUC8 

(08070202) 

5. Methodology 

5.1. HAND Method 

The HAND method is a topographic model most commonly used for generating flood 

inundation maps over large domains. It is calculated from a DEM by normalizing the difference 

in elevation between each grid cell and its nearest stream grid cells. This relative elevation value 

is called the HAND value [13]. For calculating FIM, grid cells whose HAND value is lower than 

the stage height for a specific flow condition are classified as inundated [14]. The difference 

between stage and HAND values in each cell can also be used to calculate floodwater depth. 

Operationally within the OWP, HAND-FIM layers are generated by utilizing the National Water 

Model (NWM) streamflow predictions. Stage heights for each stream reach are calculated by 

using a reach-specific discharge-stage synthetic rating curve [14]. 

5.2 HEC-RAS Model 

HEC-RAS, developed by the U.S. Army Corps of Engineers [17]., is a widely used hydraulic 

modeling software for analyzing river systems. It uses open-channel flow principles to simulate 

flow dynamics within channels, and over floodplains. It applies the Saint-Venant equations to 

simulate flow, accounting for variables such as water depth, velocity, and so on which are solved 

using numerical solvers. 

5.3 Data Extraction and Preprocessing  
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Data for this study originates from Dewberry Engineers Inc's modeling tools, commissioned by 

the Louisiana Department of Transportation and Development (LA DOTD). The Amite River 

Basin (ARB) dataset consists of 34 flood events, comprising 4 historical events and 30 

designed/synthetic events in Denham Springs, Darlington, and Olive Branch cities. Precipitation 

depths range from 8 to 26 inches. The August 2016 historic flood event is the primary focus of 

this study, where dynamic characteristics are replicated from the high-fidelity HEC-RAS model. 

Our emphasis lies in the upstream region of HEC-RAS, excluding the Amite River diversion 

canal due to OWP HAND-FIM inability to represent channel diversions (See Supplementary 

Material). The ARB's geometry encompasses over 800 1D cross-sections. 

5.4. Surrogate Model 

A hybrid model approach is proposed to enhance the accuracy of the OWP HAND-FIM flood 

inundation mapping to achieve high-fidelity results. The HAND-FIM method is treated as a low-

fidelity model and improved by mimicking the high-fidelity behavior exhibited by the HEC-RAS 

2D model using a machine learning SM. 14 sub-watersheds that cover the more diverse types of 

land use including Developed, Cultivated, Forest, Wetlands, etc. HEC-RAS and HAND-FIMs 

are generated for a historical flood event that occurred in August 2016. These sub-watersheds 

represent a range of characteristics within the basin. The SM relies on the Random Forest (RF) 

algorithm, known for its robustness in the hydrology and water resources fields [16]. The 

workflow is outlined in Figure 2. The model is trained on data from 10 sub-watersheds and 

tested on 4 sub-watersheds to assess its transferability to other regions in which high-fidelity 

predictions are not available. It is imperative to emphasize that, during the testing phase, the 

HEC-RAS model outputs are excluded from the evaluation process once the model is trained. 

The input flood extent is generated with a HAND-FIM raster, which is re-classified as -1 for dry 

conditions, 1 for flooding, and 0 for grid cells outside the study area. Additional input variables 

include land cover classes and imperviousness from the NLCD 2016 dataset, 10-m 3DEP DEM, 

terrain slope and aspect (calculated from the DEM), and a river network mask. In accordance 

with [11], the flood extent simulated by the HEC-RAS model is resampled at 10 m resolution 

(to match the HAND-FIM output) and is defined by water depth exceeding 3 cm. 
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Figure 2. Schematic of the utilized methodology, illustrating the workflow of the SM (Modified after [11]). 

5.5. Evaluation Metrics 

Inundation extent evaluations involve three metrics: Probability of Detection (POD) (Eq. 1), 

False Alarm Ratio (FAR) (Eq. 2), and Critical Success Index (CSI) (Eq. 3. To calculate these 

metrics, the total number of True Positive (TP), False Positive (FP), and False Negative (FN) 

grid cells for categories in the contingency table are considered (See the Supplementary Material). 

                                                    𝑃𝑂𝐷 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
              (Eq. 1 ) 

                                                     𝐹𝐴𝑅 =
𝐹𝑃

𝑇𝑃+𝐹𝑃
                    (Eq. 2 ) 

                                                     𝐶𝑆𝐼 =
𝑇𝑃

𝑇𝑃+𝐹𝑁+𝐹𝑃
                 (Eq. 3 ) 

6. Results and Discussion 

6.1. Model Evaluation 

A comparison was made between the simulated stage height data generated by the HEC-RAS 

and NWM-SRC frameworks and the USGS gauge height data, utilizing the Kling-Gupta 

Efficiency (KGE) metric for the August 2016 event. The analysis, aimed at assessing the overall 

model performance over the ARB, takes into account the USGS's typical selection of the gage 

datum based on its location beneath the streambed to accommodate stream channel changes. 

Consequently, it is assumed that the gauge height corresponds to the stage height. Nevertheless, 

the analysis considers the additional uncertainty introduced by the lack of riverbed elevation 

information in stage calculations. Streamflow values from NWM reaches at USGS station 

locations are converted to stage height using SRCs. Median stage height values from HEC-RAS 

cross-sections within the corresponding NWM reach are considered for comparison. The 

results revealed superior performance for the upstream USGS stations (Figure 3), with HEC-

RAS achieving a range of KGE of up to 0.83, compared to the NWM-SRC framework, which 

attained a KGE of up to 0.67. 



National Water Center Summer Institute 2023   

68 

Figure 3. (a) Comparison of stage heights between USGS records and the NWM-SRC framework (b) 

comparison of USGS records with the HEC-RAS model for the August 2016 event at USGS Station-

07377000. 

6.2. Surrogate Model 

6.2.1 Testing the Transferability of Surrogate Model and Feature Importance 
The preliminary evaluation of the SM in two watersheds shows commendable Probability of 

Detection (POD) values compared to HEC-RAS in both training (0.978) and test (0.995) sets 

(Figure 4 and Table 3a). The surrogate model also reduces the False Alarm Rate (FAR) in both 

training (0.326) and test (0.106) sets, indicating potential model transferability to other sub-

watersheds in the ARB. Notably, the test part demonstrates a higher CSI index (0.890) compared 

to the training part (0.664). Permutation feature importance identifies terrain data (DEM, slope, 

and aspect) and Land Use and Land Cover (LULC) as crucial factors influencing predictions 

(Figure 4b).  

Based on the results of the initial SM, the training dataset is expanded by adding more sub-

watersheds (Figure 5) and excludes river network data. Using a 5-fold cross-validation approach, 

the SM achieves high accuracy with a POD of 0.999 and 0.999 on the training and test sets, 

respectively. It effectively reduces false alarms when compared to the original HAND-FIM 

model, with rates dropping from 0.398 to 0.283 in the training set and from 0.472 to 0.290 in 

the test set compared to HEC-RAS. The calculated CSI values for training and test sets are 0.717 

and 0.709, respectively, indicating its efficacy in reducing false alarms associated with HAND-

FIM (Table 1b). These results demonstrate the SM's potential to enhance HAND-FIM 

predictions. 

 
Figure 4. (a): Comparison of flood extents generated by HAND-FIM, the HEC-RAS, and predicted by 

the SM. Areas depicted in red represent flooded, while gray indicates dry zones and (b) Feature importance in 

the SM during the transferability test.  

Table 1. Inundation metrics of existing (blue) and predicted (green) HAND-FIM compared to HEC-RAS-

FIM for the SM trained and test for (a) two sub-watersheds (b) 14 sub-watersheds in total.  
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Figure 5. Comparison of flood extents generated by HAND-FIM, the HEC-RAS, and the SM. Areas 

depicted in red represent flooding, while gray indicates dry zones. The sub-watershed encompassed within the dashed 

boundary are used for testing, while the remaining sub-watersheds are employed for model training. 

6.2.2. Computational Cost 

It is important to acknowledge that the SM effectively reduced the computational burden, 

especially in terms of run time. The training process takes between 2 to 5 mins in an Intel Core 

i7-9800X CPU @ 3.8GHz, contingent on the data size, while the testing phase requires less than 

1 minute. In comparison, obtaining a single time step from the simulated HEC-RAS model 

demands approximately 1 hour and 40 minutes, highlighting the significant time-saving 

advantage offered by the SM. 

7.0 Conclusion 

Operational flood risk management heavily relies on the accurate forecasting of the dynamic 

flood inundation extent. However, its data and computationally demanding structure make such 

a model prohibitive for continental-scale flood inundation practices. In this study, the potential 

utilization of the SM frameworks is explored to enhance the accuracy of a nationwide FIM 

method. It was observed that the HEC-RAS model outperforms the NWM and SRC 

combination in stage height results. Furthermore, it is found that the HAND-FIM tends to 

exhibit high FAR values compared to HEC-RAS. This can be attributed to the spikes seen in 

stage height resulting from the NWM and SRC. However, despite these differences, the SM 

demonstrates good performance in enhancing the FAR of the HAND-FIM method by 40%. 

Recent studies [18] indicate that higher resolution DEM may not directly enhance HAND-FIM, 

however, its integration in the SM holds huge promise for enhancing HAND-FIM's accuracy. 

This highlights the potential effectiveness of the SM framework in mitigating the limitations of 
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the HAND-FIM and improving flood inundation mapping practices on a continental scale. 

Considering the importance of requiring less data and computational resources in terms of 

operational flood management, the SM emerges as a viable solution for future flood prediction 

in the same region and its transferability to data/model-scarce regions. Its effectiveness can 

reduce risks and potential losses of life and property in regions with limited flood forecast 

practices.  

8.0  Future Work 

To fully harness the potential of the SM and to address the need for further research, our focus 

will be on enhancing the transferability through the implementation of sophisticated training 

strategies based on time series data. 

The Supplementary information can be found here: https://github.com/SummerInstitute2023-

FloodBusters/SummerInstitute2023_FloodBusters/blob/main/blob/Supplemental_Material.

md  

The GitHub link: 

https://github.com/SummerInstitute2023FloodBusters/SummerInstitute2023_FloodBusters  
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